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ABSTRACT
Non-factoid question answering (NFQA) is a challenging and under-
researched task that requires constructing long-form answers, such
as explanations or opinions, to open-ended non-factoid questions –
NFQs. There is still little understanding of the categories of NFQs
that people tend to ask, what form of answers they expect to see in
return, and what the key research challenges of each category are.

This work presents the first comprehensive taxonomy of NFQ
categories and the expected structure of answers. The taxonomy
was constructed with a transparent methodology and extensively
evaluated via crowdsourcing. The most challenging categories were
identified through an editorial user study. We also release a dataset
of categorised NFQs and a question category classifier1.

Finally, we conduct a quantitative analysis of the distribution of
question categories using major NFQA datasets, showing that the
NFQ categories that are the most challenging for current NFQA sys-
tems are poorly represented in these datasets. This imbalance may
lead to insufficient system performance for challenging categories.
The new taxonomy, along with the category classifier, will aid re-
search in the area, helping to create more balanced benchmarks
and to focus models on addressing specific categories.

CCS CONCEPTS
• Information systems→Query intent;Document structure;Pre-
sentation of retrieval results;Question answering;Clustering
and classification; Answer ranking; • Computing methodolo-
gies→ Language resources; Supervised learning by classifi-
cation; Cluster analysis.

KEYWORDS
non-factoid question-answering, question taxonomy, dataset analy-
sis, editorial study

1https://github.com/Lurunchik/NF-CATS
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1 INTRODUCTION
The task of question answering (QA) is to return an answer to a
natural language question. Research into factoid QA has been highly
successful, and included the development of various large-scale
datasets such as SQuAD [34] and MS MARCO [32], as well as the
implementation of transformer-based models such as ALBERT [25]
that are able to exceed human performance. However, much less
research has been conducted for non-factoid question answering
(NFQA), where longer passage-level answers such as opinions or
explanations are expected. The performance of state-of-the-art
systems on existing datasets such as NFL6, ANTIQUE, NLQuAD
and ELI5 [11, 14, 21, 39] falls far behind that of humans [14, 24,
39]. Moreover, QA systems in industry, including answer snippet
generation on search engine results pages (SERPs) or conversational
agents, are still unlikely to be able to meaningfully answer NFQs
such as “If scientifically possible, should humans become immortal?”.

Even when systems reach a point where they are able to perform
well on existing datasets, there is no guarantee that they will gener-
alize to all categories of NFQs, especially more complex categories
such as ones that require a summary of multiple points of view or
experiences. In fact, no analysis has been conducted on the distribu-
tion of question categories in NFQA datasets, beyond considering
starting question words. There is thus a risk that current NFQA
systems ignore under-represented categories, focusing on popular
and simpler cases.

While we believe that the ultimate goal of NFQA could be an
end-to-end system that can deal with all categories of NFQs, it
would be beneficial at this stage to study each question category
separately, focusing on their unique challenges. Namely, it may be
more efficient to use different generative algorithms to construct
specific answer structures for each category. Consider two example
NFQs: “How to come up with ideas?” and “What is the meaning of
nkg?”. For the first question, the answer should contain a descrip-
tion of the process with concrete steps for different approaches. In
contrast, the answer to the second question should list all defini-
tions of the abbreviation with necessary explanations and examples.
Given that the expected answer structure is different across ques-
tion categories, we believe that it is important to understand which
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answer structures are needed and what their unique challenges are.
To do so, we must first define possible question categories.

Unfortunately, there is no unified and well-evaluated taxonomy
for NFQs, unlike factoid QA where a few taxonomies of question
categories and forms of target answers exist [22, 28, 41]. While
some related works (described in Section 2) involve taxonomies
of NFQ categories, the information on particular details of those
taxonomies is rather scattered. In our preliminary user study, de-
scribed in Section 3.2, we tried to adopt an existing theoretical
taxonomy [42] for complex questions, but the agreement on ques-
tion categories between study coordinators was extremely poor,
and did not improve even after a few rounds of discussion. For
example, there is only a nuanced difference between the Causal
Antecedent and Causal Consequent categories of that taxonomy.
Thus, there was a need to gather information on existing NFQ tax-
onomies from all available sources and to create a taxonomy that is
built with a transparent methodology and is thoroughly evaluated.

In this paper, we aim to accelerate the research of non-factoid QA
by studying which categories of NFQs exist, what their distribution
is in existing datasets, and what potential forms of answers they
require. Our contributions can be summarized as follows:

• We propose a new taxonomy of NFQ categories and their
respective target answer structures. We revised the initial
taxonomy version via a controlled editorial user study. The
study also revealed which categories are the most difficult
to answer from a human perspective, and how system- and
human-generated answers for different categories compare.
We extensively evaluated the taxonomy via crowdsourcing
studies, including a comparison of how people group ques-
tions naturally, when no taxonomy is provided. (Section 3)

• We release1 a dataset of NFQ categories along with a well-
performing model for category classification. (Section 4)

• We provide an analysis of NFQ category distributions in
various public QA datasets and evaluate the per-category
performance of a state-of-the-art NFQA model. (Section 5)

2 RELATEDWORK
In 1977, Lehnert [27] stated that to answer naturally asked ques-
tions, a system needs a theory of how people ask questions andwhat
answer types are expected. She proposed 13 conceptual categories
such as Goal Orientation, Instrumental/Procedural, Quantification,
Verification, etc. Graesser and Person [17] later extended the taxon-
omy with five categories. Burger et al. [6] called for new question
taxonomies, highlighting limitations of past taxonomies such as
a lack of scalability for the larger scope of open-domain QA, and
no actual implementations of these taxonomies due to their us-
age requiring question processing based on a specific knowledge
representation. Chaturvedi et al. [8] underline that the creation of
a reusable taxonomy for non-factoid questions is a difficult task
requiring considerable manual efforts and is expensive.

The Text Retrieval Conference (TREC 23) QA track evaluated
systems that answer factual questions. Question category classifica-
tion was an important component of such systems [44] and factoid
question taxonomies emerged [20, 38, 40]. These were all based
on the target answer form: person, location, date, etc. However,
there was no standard hierarchy of question types. Hovy et al. [22]
created a QA topology of 140 answer types by manually analysing
17,000 questions, including categories proposed for NFQs (narrative
answer types). The latter were marked as tentative by the authors,

Table 1: The proposed taxonomy of NFQ categories and target answer structures

Category Description Expected Answer Structure Patterns

INSTRUCTION
You want to understand the
procedure/method of
doing/achieving something.

Instructions/guidelines provided
in a step-by-step manner.

How to ...? How can I do . . . ?
What is the process for . . . ?
What is the best way to . . . ?

REASON
You want to find out
reasons of/for something. A list of reasons with evidence.

Why does . . . ?
What is the reason for . . . ?
What causes . . . ?
How come ... happened?

EVIDENCE-BASED
You want to learn about the
features/description/definition
of a concept/idea/object/event.

Wikipedia-like passage
describing/defining an
event/object or its properties
based only on facts.

What is . . . ?
How does/do . . . work?
What are the properties of . . . ?
What is the meaning of . . . ?
How do you describe . . . ?

COMPARISON
You want to compare/contrast
two or more things, understand
their differences/similarities.

A list of key differences and/or
similarities of something
compared to another thing.

How is X . . . to/from Y?
What are the . . . of X over Y?
How does X . . . against Y?

EXPERIENCE
You want to get advice
or recommendations
on a particular topic.

Advantages, disadvantages,
and main features of an entity
(product, event, person, etc)
summarised from personal experiences.

Would you recommend . . . ?
How do you like . . . ?
What do you think about . . . ?
Should I . . . ?

DEBATE

You want to debate on a hypothetical
question (is someone right or wrong,
is some event perceived positively or
negatively?).

Arguments on a debatable topic consisting of
different opinions on something supported or
weakened by pros and cons of the topic
in the question.

Does . . . exist?
Can . . . be successful?
Do you think . . . are . . . ?
Is . . . really a . . . ?



Figure 1: Taxonomy creation procedure

who suggested that more work needs to be done to evaluate and fi-
nalize those types. Suzuki et al. [41] proposed another taxonomy for
factoid questions which was a hierarchy of 150 categories derived
from analysis of about 5,011 questions in Japanese.

Li and Roth [28] proposed a widely adopted two-layer taxon-
omy consisting of six general question categories and fifty sub-
categories, and published a dataset of 6,000 labelled questions. Their
taxonomywas focused primarily on factoid questions, only partially
covering NFQs in a single DESC category (description and abstract
concepts) represented by 1,286 questions. In our work, we expand
this category to cover all NFQs, provide more detailed descriptions
of categories and target answers, and conduct a thorough evalua-
tion. Relying on these categories while creating an initial draft of
the new taxonomy, we did not use the data the authors provided in
our editorial studies and model training process in order to fairly
compare the two taxonomies. In Section 5 we provide an analysis
of our question category prediction model on this dataset, and map
categories from one taxonomy to the other.

Gupta et al. [18] extended Li and Roth’s taxonomy through in-
clusion of additional sub-categories for DESC: cause & effect,
compare and contrast, and analysis. Since the NFQA taxonomy
was not the focus of their paper, the authors provide only one ex-
ample question for each category, they omit descriptions of new
categories or expected forms of answers, do not give enough infor-
mation on the methodology used to establish the categories, and
do not evaluate the taxonomy to identify overlapping categories
and question coverage. We drew some inspiration from their cate-
gorization during the bootstrapping stage explained in Section 3.1
and in the process found a few discrepancies such as reason being
a subset of cause & effect, and describe and analysis having a
blurry boundary between them.

Motivated by the Broder [4] taxonomy of user intents (later ex-
tended by Rose and Levinson [35]), Bu et al. [5] proposed a function-
based QA taxonomy obtained through manual analysis of questions
asked on Baidu Zhidao. It consists of six categories: fact, list, reason,
solution, definition, and navigation. Unlike Broder who surveyed
Alta Vista searchers along with an analysis of system logs, Bu et al.

did not detail how final categories were chosen or present an evalu-
ation of this taxonomy in terms of consistency and clarity. Mizuno
et al. [31] proposed a categorization of NFQs based on types of
expected answers, and annotated 2,064 randomly sampled QA pairs
from a Japanese CQA platform using that categorization. A detailed
description and evaluation of the categories were not provided by
the authors. Verberne et al. [43] studied the WHY NFQ category,
analyzing syntactic forms of questions and types of answers that
fall within that category. They released a dataset of WHY questions.

Leveraging archives of question-answering data from
Yahoo!Answers, Chen et al. [9] and Guy et al. [19] categorized possi-
ble intents of CQA users. Chen et al. identified objective, subjective,
and social intents, while Guy et al. classified them into informa-
tional or conversational. The broad nature of these taxonomies and
focus on social aspects rather than on the form of questions and
answers complicates their direct application in NFQA.

3 NON-FACTOID QA TAXONOMY
The proposed taxonomy of NFQ categories and target answer struc-
tures was created through an iterative process shown in Figure 1.
The final taxonomy, with examples, is given in Table 1. In this sec-
tion, we describe each step of taxonomy creation and verification,
and explore the most difficult-to-answer categories.

3.1 Bootstrapping of Categories
To create a draft of the NFQ taxonomy, an initial set of categories
came from studying the literature on NFQA and researching web-
resources dedicated to specific categories of NFQs such as wiki-
how.com, debate.org, and diffen.com. First, the authors identified a
set of disjoint question categories covering most of the questions.
Then, a set of questions was assessed by the authors to refine the cat-
egories and evaluate the comprehensiveness of the preliminary tax-
onomy. Questions were randomly sampled from each of the datasets
NFL6 [11], MS MARCO [32], ELI5 [14], PhotoshopQuiA [13], Sub-
jQA [3], StackExchange, and Quora Question Pairs and crawled
dataset from kialo.com. As we focused on self-contained NFQs (such
as web-search queries), we did not include the NLQuAD dataset

https://www.wikihow.com/
https://www.wikihow.com/
https://www.debate.org/
https://www.diffen.com/
https://archive.org/details/stackexchange
https://www.kaggle.com/c/quora-question-pairs/data
https://www.kialo.com


where most questions depend on external context in order to be
understood and disambiguated [39]. In total, the authors assessed
800 questions before reaching saturation, as no new categories or
ambiguities emerged further in the assessment.

3.2 Analysis of QA Process
To determine target answer structures and understand the answer
generation complexity for each category, we conducted an editorial
user study. The study was reviewed and approved by the Human
Research Ethics Committee of the RMIT University. All communi-
cation with the participants was online, and all participants signed
a consent form, declaring that they fully understood the purpose of
the study and agreed that their anonymized data can be used. Each
participant was compensated with a gift voucher valued at $500
(AUD). All twelve participants were fluent in English: ten native
speakers, and two proficient speakers. The mean participant age
was 32, ranging from 18 to 57, ten participants were female. Eight
participants had at least a bachelor’s degree, and four had at least a
high school degree. All of them were active computer users. The ex-
pertise areas of the participants were diverse, including linguistics,
arts, and economics.

During discussions with study participants, we further refined
the taxonomy by establishing target answer structures and reformu-
lating category descriptions based on clarification questions asked
by the participants. Some categories were renamed to better reflect
the target answer structures. The reasons were twofold: first, to
align our taxonomy more closely with factoid question taxonomies,
where categories are typically named after the type of entity ex-
pected in the answer: PERSON, LOCATION, NUMBER, etc; and
second, to avoid biasing annotators towards expecting that ques-
tions of certain categories should start with specific words (hence
renaming HOW-TO to INSTRUCTION and WHY to REASON).
The study consisted of three stages:

(1) question generation and labeling;
(2) answer generation;
(3) answer labeling.

To review the study procedure and new taxonomy description,
the authors performed a test run of the study with three study
coordinators during which some explanatory changes were made,
and preliminary expected answer structures for each category were
created.
Stage 1: Each participant acted as a question asker, and generated
a number of questions for each category of the new taxonomy. The
categories were explained to the askers in detail, together with a
sample set of question patterns for each category. They were then
asked to come up with four questions for each NFQ category, as
well as four factoid questions to enable comparative analysis (28
questions in total). For the FACTOID category, participants were
given the following description: “You expect to see a short sentence
containing a word, a short phrase, or an entity name as the answer.
(What is the name of . . . ? Where is . . . ? When is . . . ? Who is . . . ?
Whose . . . is . . . ?)”.

Participants were encouraged to use their recent search history
(i.e., queries they previously submitted to a web search engine),
questions from CQA websites, etc. For each question, askers were

Figure 2: Three types of Google SERP snippets available for
the question “What is Tristram Shandy about?”

also requested to assess the difficulty level of their questions using
a three-point scale, to indicate how likely they think it would be for
a human to provide a useful answer after consulting information
sources, in other words, how difficult it is from the askers’ per-
spective to satisfy their information need. The perceived question
difficulty is shown in the first column of Table 2.
Stage 2: Each set of 28 questions generated by an asker was pre-
sented to another participant (answerer), who was requested to
find answers to each question. There was no direct communication
between askers and answerers, participants received their tasks
through the study coordinator. The answerers could consult any
information source and provide answers of any length as long as
they were potentially useful to the asker. The final answers had to
be written in the answerer’s own words as participants were not
allowed to copy-and-paste from another source.

In addition to human answers, “system” answers were retrieved
from Google web-search snippets for each of the 336 questions
generated by the participants. The questions were submitted as
queries, and then the answers were extracted from the snippets in
the following priority, whichever was the first available:

(1) featured snippet answer appearing top on Google’s SERP;
(2) knowledge-based answer appearing on the right;
(3) top result snippet answer extracted from the most rele-

vant search result and are always present.
Example snippets of each type are shown in Figure 2. In total, 57%
system answers came from featured snippet answer, 32% from
top result snippet answer, and 11% from knowledge-based
answer.
Stage 3: Both human- and system-generated answers were returned
to the askers, who then assessed the quality of each answer; the
askers were not given information about the answer source. Table
3 provides examples of generated questions and answers for each
category along with quality assessments from the askers.

Table 2 shows the results of the evaluation study for human- and
system- created answers for each category. The system performance
varies greatly between the categories. From an asker’s perspective,
FACTOID and EVIDENCE-BASED questions were expected to be



the easiest to answer after consulting information sources ("Ques-
tion difficulty" column). System-generated answers (Google SERP
snippets) for these two categories were judged more useful than
human-generated ones. The DEBATE, EXPERIENCE, and REASON
questions were judged the most difficult and least likely to receive
a useful answer from an asker’s perspective, and the usefulness of
system-generated answers for these categories was judged lower
than that of human-generated answers. The difference between
system- and human-generated answer usefulness was statistically
significant (paired t-test, 𝑝 < 0.05) for the DEBATE category.

3.3 Category Labelling
We next evaluated the taxonomy with a series of larger-scale crowd-
sourcing editorial studies on Amazon Mechanical Turk (MTurk).
For all crowdsourcing tasks (HITs), workers were selected following
best practices for data collection on MTurk: HIT approval >95%,
HITs approved >100 [33]. After several trial tasks for each study,
where workers were able to provide feedback regarding the clarity
of the task or any concerns about the reward amount, the best-
performing workers were selected and assigned a special quali-
fication type for them to continue the actual editorial study, to
ensure that it was completed by more reliable assessors. Workers
were allowed to participate in only one type of a crowdsourced
study, to exclude possible bias from already being familiar with the
taxonomy. Each HIT was assessed by 3 workers in all experiments.
Question category labelling: First, to verify how well people
understand the question categories based on their descriptions, and
whether they have issues with choosing a category, we designed
a crowdsourcing study for NFQ category labelling. In each HIT,
workers were shown three questions and seven categories: six
from the proposed taxonomy plus one additional OTHER/MULTI
category for questions that do not fall into any other category,
or fall into multiple categories. The categories appeared under
each question in a random order, to prevent potential positioning
bias. Workers were instructed to read each category description
given in the instructions, and choose the most appropriate category
for each question. For convenience, a shortened version of the
category description appeared when the respective category name
was clicked on. For the OTHER/MULTI category, workers were

Table 2: Perceived difficulty of questions on scale from 0
(very likely to answer) to 2 (not likely to answer); and the
usefulness of corresponding human and system answers,
rated from 0 (not useful) to 4 (very useful)

Category Question
difficulty

Answer usefulness
system human

INSTRUCTION 0.27 2.44 2.40
REASON 0.54 2.15 2.69
EVIDENCE-BASED 0.15 2.71 2.29
COMPARISON 0.29 2.40 2.54
EXPERIENCE 0.50 1.96 2.42
DEBATE* 1.00 1.62 2.29
FACTOID 0.02 3.02 2.69
* significant difference between system/human answers.

given the option to provide their own category name/description.
Until pressing the submit button, workers were free to change the
chosen category for each question. During trial annotation runs, all
cases where a question received three different labels or suggestions
for OTHER/MULTI category were reviewed by the authors, and
the necessary changes were made to improve the taxonomy and
category descriptions.

One out of three questions in each task was a gold question
with a known answer, previously assessed by the authors and also
given the same label by ≥ 2 workers during trial runs. We had
273 gold questions. A HIT was automatically approved when the
gold question was answered correctly, and rejected otherwise. We
manually studied all automatic rejections and refunded them if
workers had good justifications for their annotation in the rejection
form. Each HIT was rewarded with $0.2 upon approval. At the end
of this stage, some question category names and descriptions were
simplified and clarified based on worker comments.

In total, 1000 questions were assessed by at least three workers in
this study, and the final question category was chosen by majority
voting. The inter-annotator agreement between assessors was mod-
erate with 0.54 Fleiss’ kappa [15], which should also be interpreted
in the context of the relatively high number of categories.

To additionally evaluate the quality of assessment and compre-
hensibility of categories, pairs of duplicate questions from theQuora
Question Pairs dataset were mixed into different HITs, based on
the assumption that two questions which simply paraphrase each
other should belong to the same category. Only 4 pairs out of 154
received inconsistent labels, demonstrating that workers generally
agreed on categories for paraphrased questions.
Target answer structure evaluation: To verify how well the
expected answer structure describes its corresponding category,
we ran another round of crowdsourcing assessments using the
same interface, except showing target answer structure descriptions
instead of category descriptions. After completing a number of trial
runs and selecting assessors, we refined the target answer structures
based on workers’ comments on task clarity. We used the same
approval process as in the previous study, based on gold questions
and subsequent manual inspection of rejections. At least three
workers assessed 850 questions, with inter-annotator agreement
being moderate (0.53 Fleiss’ kappa), showing that both category
and answer descriptions are equally understandable and suitable
for assessment.

In total, for both studies, 12.5% of HITs were automatically re-
jected, of which 5% had good justifications and were ultimately
refunded. Only 7 questions were labelled as the MULTI category,
falling under two or more categories; 8 questions questions re-
ceived 3 different labels 7 of which were assigned MULTI label. The
final taxonomy category names, descriptions, and target answer
structures are given in Table 1.

3.4 Taxonomy Validation
To study how well our taxonomy corresponds to how people natu-
rally group questions, we asked crowdsource workers to group a set
of questions by type or the expected form of an answer. They were
not given any guidance (e.g. a taxonomy, or examples) and were
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Table 3: Examples of evaluated questions and human/system answers from the editorial user study

Category Generated question System answer Human answer

INSTR.

How can I change
the link colour
in Elementor?
(Easy to answer: 4.0)

Select a section and then switch to style. Now you see
an option typography. Just click to open that. And now
you notice you have an option link color right here.
(Perceived usefulness: 3.0)

Click on the 3 lines on the top left-hand
corner, click "Theme Style" and then
click "Typography". Then go to the
"Link" heading and from there
you can change its colour!
(Perceived usefulness: 3.0)

REASON

Why are my
Peace Lily flowers
turning brown?
(Easy to answer: 4.0)

Peace lily blossoms change color as they age. ... After
about 10 days, peace lily blossoms turn green again.
Pollination and seed setting also cause the flowers
to turn green. The flowers usually stay on the plant
for about a month before they begin to die and turn
brown, and finally they wither and fade.
(Perceived usefulness: 4.0)

All flowers die but you are probably
may be over or under watering.
Most likely overwatering.
(Perceived usefulness: 3.0)

EVID.

What are the
benefits of topically
applying Vitamin E?
(Easy to answer: 4.0)

Vitamin E is a powerful antioxidant that may be effective
at reducing UV damage in skin. And vitamin E applied
topically may help nourish and protect your skin from
damage caused by free radicals.
(Perceived usefulness: 4.0)

It can repair skin and lighten dark spots
but you can also have too much of it.
(Perceived usefulness: 1.0)

COMP.

How are organic
vegetable seeds
better than
regular seeds?
(Easy to answer: 4.0)

Organic Seeds Are More Robust Seeds and plants do not
know they are being grown organically. ... The genetics
of the seed does not change after growing plants
organically for a few years. Good quality seeds from
organic farms or conventional farms will grow
equally well in your soil.
(Perceived usefulness: 4.0)

There really is no difference between
them! It’s mostly marketing spin.
(Perceived usefulness: 0.0)

EXP.

Where is the best
Italian restaurant
in [LOC]?2
(Easy to answer: 2.0)

Best Italian Restaurant in [LOC] - Menu, Photos,
Ratings and Reviews of Restaurants serving
Best Italian in [LOC]. Best [LOC] Italian.
(Perceived usefulness: 0.0)

Da Noi is rated 4/6
on Zomato website.
(Perceived usefulness: 4.0)

DEBATE Does god exist?
(Easy to answer: 2.0)

There remain many mysteries that are beyond science.
Does that mean that a God truly exists?
A scholar gives reasons for this possibility.
(Perceived usefulness: 0.0)

Many believe he does and many believe
he doesn’t. It’s up to you to make up
your mind about whether you believe
God exists.
(Perceived usefulness: 1.0)

free to define the groups as they saw fit. The procedure for choos-
ing reliable assessors, and clarification of the task, was the same
as described in Section 3.3. The questions that participants were
asked to group came from the set of questions that were assessed
during the previous editorial and crowdsourcing studies.

Here, we aimed to imitate the process of category bootstrap-
ping (Section 3.1) on a smaller scale and compare the results to
the new taxonomy. We designed an interface, shown in Figure 3,
where questions from the blue area on the left were dragged and
dropped into the white box on the right to form a new grey box
or expand one of existing grey boxes (question groups). Before
clicking the submit button, workers could change their grouping
arbitrarily. At the beginning of the task, workers saw ten questions
to be arranged and no pre-defined gray boxes. Since it might have
felt more natural for participants to attempt to group questions
based on topics, rather than on question forms as required, we con-
structed each set of questions in the task so as to include as many
different topics as possible, by clustering the whole set of questions

in the dataset prior to the study. We chose HDBSCAN [7] as the
clustering algorithm due to its robustness to noise. The questions

Figure 3: Interface for the question clustering study

https://hdbscan.readthedocs.io/en/latest/how_hdbscan_works.html


were featurised using Universal Sentence Encoder (USE) [26]. The
parameters “min_cluster_size” and “min_samples” were set to 2 for
HDBSCAN, with the default values used for other parameters. We
obtained 1261 clusters in total.

For each HIT we randomly sampled eight questions from dif-
ferent clusters, reducing the likelihood of paraphrased questions
or similar topics occurring in a set. The remaining two (out of
ten) questions in each HIT were previously annotated paraphrased
questions from the Quora Question Pairs dataset. A HIT was auto-
matically approved if the following conditions were met:

(1) the number of submitted question groups was > 1;
(2) the two paraphrased questions from Quora were allocated

into the same group.
The first check was enabled by ensuring that each question set

contains more than one topic and more than one category. The
second check was supported by the idea that two paraphrased
questions with the same category label should fall into the same
group regardless of the grouping logic. Each of the 36 HITs (360
questions/72 gold items) was completed by three workers; only non-
gold questions are used in all subsequent analysis. The workers
were rewarded $0.5 for each approved HIT.
Inter-participant cluster similarity: To investigate the level
of similarity between the questions groups (further referred to
as clusters) created by different participants, we study the agree-
ment between workers, framing the clustering problem as a binary
classification task [2]. Each pair of questions receives label 1 if
these questions were assigned to the same group, and label 0 oth-
erwise. After this transformation, we can calculate the agreement
between participants using Fleiss’ kappa; the workers had almost
no agreement with a kappa value of 0.05. Given the sophisticated
HIT approval process, we attribute the absence of agreement to the
task of unsupervised clustering being much more challenging than
labelling in accordance with an existing categorization. Manual
verification of 150 random groups confirmed that the workers did
create logical groupings of questions.
Clustering and taxonomy similarity: To evaluate the similarity
between the natural groupings in this task and taxonomy categories,
for each question set in a HIT, clusters created by workers in the
current experiment can be compared to the “reference” clusters
created by aggregating questions using category labels previously
assessed by the question classification crowdsourcing study. This is
quantified using the V-measure [36], which compares clusters with
reference clustering in terms of homogeneity and completeness. In
our case, the V-measure score was 0.6 (with homogeneity of 0.73
and completeness of 0.55). Reference clustering based on the taxon-
omy on average consisted of 3.6 clusters (i.e. on average each set
of 8 questions contained 3.6 non-factoid categories) while workers
recorded a mean of 5.5 clusters. The relatively high homogene-
ity score shows that workers usually grouped questions together
similarly to our taxonomy categorization, but their clustering was
slightly more fine-grained.

The results of the study show that people with no prior knowl-
edge of our question taxonomy naturally tend to place questions of
the same taxonomy category together in one group; however, their
groups are typically smaller, and vary substantially from person to
person. Manual data inspection showed that assessors in our study

Table 4: Random examples of questions grouped by workers

Clusters

worker
#1

1 what is a cultivator?
what is adrenogenital syndrome?.

2 how do i burn dvd’s using window’s media player?
how can i show messege box in web based c#?

3
How do I offset irregular periods
and get back on a regular menstrual cycle?
How expensive is it to call finland?

4 What happened to the Greek Gods and Goddess?
5 how do you get illeagls to get out of the u.s.?

worker
#2

1 what is a cultivator?
What happened to the Greek Gods and Goddess?

2 how do i burn dvd’s using window’s media player?
how can i show messege box in web based c#?

3 how expensive is it to call finland?
how do you get illeagls to get out of the u.s.?

4
What is adrenogenital syndrome?
How do I offset irregular periods
and get back on a regular menstrual cycle?

worker
#3

1 what is a cultivator?

2 how do i burn dvd’s using window’s media player?
how do you get illeagls to get out of the u.s.?

3

How do I offset irregular periods
and get back on a regular menstrual cycle?
How expensive is it to call finland?
How can i show messege box in web based c#?

4 What happened to the Greek Gods and Goddess?
5 what is adrenogenital syndrome?

new
NFQA
taxon.

1

what is a cultivator?
What happened to the Greek Gods and Goddess?
how expensive is it to call finland?
what is adrenogenital syndrome?

2 how do you get illeagls to get out of the u.s.?

3

How do i burn dvd’s using window’s media player?
How can i show messege box in web based c#?
How do I offset irregular periods
and get back on a regular menstrual cycle?

Table 5: Breakdown of NF-CATS dataset

Category Authors MTurk Auto Total
INSTRUCTION 132 413 545
REASON 119 166 285
EVIDENCE-BASED 325 863 1188
COMPARISON 21 62 83
EXPERIENCE 70 75 145
DEBATE 93 99 1224 1416
FACTOID 34 3822 3856
NOT-A-QUESTION 4466 4466
Total 794 1678 9512 11984

seemed to be using some additional individual rules for creating sub-
categories. A random example of grouping performed by MTurk

'https://tfhub.dev/google/universal-sentence-encoder-multilingual/3'


Table 6: Performance of classifier models on NF-CATS test set

Category LogReg
TF-IDF

BERT
Base

RoBERTa
Base

RoBERTa
Sqad2.0 Dataset size

F1-score F1-score F1-score F1-score Test Train Val
INSTRUCTION 0.856 0.916 0.917 0.943* 113 346 86
REASON 0.849 0.893 0.852 0.893 59 181 45
EVIDENCE-BASED 0.860 0.906 0.918 0.946* 237 761 190
COMPARISON 0.750 0.741 0.815 0.828 15 54 14
EXPERIENCE 0.612 0.566 0.528 0.653 26 95 24
DEBATE 0.911 0.952 0.954 0.957 283 906 227
FACTOID 0.954 0.981 0.980 0.987* 771 2468 617
NOT-A-QUESTION 0.993 0.998 0.998 0.997 893 2858 715
Macro F1-score / Total 0.848 0.869 0.870 0.901* 2397 7669 1918

* significantly different from the TF-IDF baseline (Student’s t-test, 𝑝 < 0.05)

workers is presented in Table 4, with the reference clustering based
on the taxonomy displayed at the bottom.

Throughout this section, we have described the long process of
careful taxonomy construction and its detailed verification. First,
after bootstrapping, the taxonomy was refined in an editorial user
study where target answer structures for each category were cre-
ated and the most challenging categories were identified. According
to the findings, people consider DEBATE, REASON and EXPERI-
ENCE questions to be the hardest to answer. System-generated
answers for the same categories have the lowest answer useful-
ness score, falling far behind human-generated answers. A study
using question clustering showed that the proposed categorization
reflects how people naturally group questions without any guid-
ance. This, alongside moderate agreement between assessors in
question categorization in accordance with the taxonomy, gives us
confidence that the taxonomy categories are well-defined.

4 QUESTION CATEGORY PREDICTION
The labelled data from the authors and MTurk workers was com-
posed into a dataset called NF-CATS. In this section, we describe
this new dataset and how we leveraged it for the task of ques-
tion category prediction, conducting experiments with different
classification models.

4.1 NF-CATS Dataset
The NF-CATS dataset contains examples of natural questions di-
vided into categories from our taxonomy and two supplementary
categories: FACTOID (questions that require a short factual answer)
and NOT-A-QUESTION (sentences without question intent). The
supplementary categories are introduced in order to facilitate the
training of models that can predict question categories based on
any given text. Questions from these categories were mostly col-
lected via unsupervised means, the details of which are provided
below. A large portion of diverse DEBATE questions was also ob-
tained in an unsupervised fashion from kialo.com (a web-resource
that specialises in debates). For each question in our dataset, we
provide a column that indicates the source of the assessment: (1)
MTurk: the category was annotated by three MTurk workers and
they reached an agreement; (2)Authors: the category was annotated

by the authors; (3) Auto: the category was assigned in an unsuper-
vised fashion based on the question source (e.g. a web-resource that
specializes in a particular category).

The breakdown of the categories and the assessment sources
is shown in Table 5, and train/validation/test splits of the dataset
are presented in Table 6. The dataset is imbalanced, with some
categories rarely appearing in the annotated part and others being
substantially augmented with unsupervised data. Suitable unsuper-
vised sources of questions for under-represented categories remain
to be found. We do not expect the exploratory analysis in Section 5
to be significantly affected by the class imbalance.
Supplementary categories: As the sources of the FACTOID cate-
gory, we used three QA datasets that mostly contain factoid ques-
tions: TweetQA [45], BoolQ [10], and the development split of
SQuAD [34]. To ensure that NFQs were not included, we only
extracted questions from SQuAD and TweetQA that satisfy two
requirements:

(1) the answer contains < 4 words;
(2) Spacy NER found at least one named entity or number/year

in the answer.

Given the simplicity of “Yes/No” questions contained in the BoolQ
dataset, we randomly sampled 1,500 questions from it with no
further filtering. To populate the NOT-A-QUESTION category, sen-
tences were extracted from document contexts of SQuAD and
TweetQA questions which had been selected as FACTOID in the pre-
vious step. Each context was split into sentences, and all sentences
ending with a question mark were excluded.

4.2 Question Category Classification
To explore the performance of different approaches in the task of
question category prediction, we use four models. Per-category and
macro F1-scores for the models are shown in Table 6.

First, we use logistic regression over tf-idf feature vectors as
the baseline classification model. The baseline model was imple-
mented in the Scikit-Learn framework. To automate the selection of
high-impact hyper-parameters such as regularization strength and
vocabulary size, we use the Optuna [1] hyper-tuning framework
with macro F1-score on the validation set as the objective. To find

https://www.kialo.com
https://spacy.io/usage/linguistic-features#named-entities
https://scikit-learn.org/stable/


the best hyper-parameters, 1000 trials of hyper-tuning search were
executed.

We also leveraged three Transformer models: BERT-base [12],
RoBERTA-base [29], and RoBERTa-base fine-tuned on SQuAD2.0.
The latter was chosen due to its potentially better domain fit for this
task. Each Transformer network was followed by 2 feed-forward
layers with Mish activation [30] and a classifier layer on top. Cross-
entropy was used as the loss function, and AdamW as the optimizer.
As our dataset is imbalanced, we applied batch balancing when
training Transformer models, sampling N=8 random examples of
each class for each mini-batch. The models were implemented using
the AllenNLP [16] framework. The training took up to 10 hours
on a single NVidia Tesla P100 16GB GPU. Hyper-parameters were
selected manually based on the validation loss, with 10 runs, and
shared across all models. Weighted F1-scores on the validation
set for the best epochs were equal to 0.954 (5th epoch), 0.957 (4th
epoch), and 0.958 (6th epoch) for BERT-base, RoBERTA-base, and
RoBERTa-SQuAD2.0, respectively.

As expected, Transformer models provide a substantial gain in
performance over the simpler linear baseline model, with RoBERTa-
SQuAD performing the best. Even though RoBERTa-SQuAD only
moderately outperformed BERT-base and RoBERTa-base in terms
of macro F1-scores, we found it to have much better generalisation
and higher robustness when manually evaluating predictions on
different NFQA datasets, as described in Section 5. For instance,
BERT-base had a notable skew towards the INSTRUCTION category
in its predictions, resulting in many visible false positives.

5 BENCHMARKING CATEGORIES ON QA
DATASETS

We first explore how questions in QA datasets are distributed across
the categories of the taxonomy and if there is bias towards certain
categories. We then perform a per-category evaluation of a recent
NFQA system trained on one of these datasets to understand the
performance of a SOTAmodel separately for each question category
and how per-category performance of a NFQA sytem corresponds
to per-category answer usefulness of SERP snippets (Table 2).

5.1 Analysis of Category Distribution
The left part of table 7 shows the distributions of categories in
four datasets, based on predictions of the top performing RoBERTa-
SQuADmodel from Section 4.2.We evaluate the dataset for question
classification compiled by Li and Roth. The original annotation
features 78.2% FACTOID questions and 21.8% NFQs, with 13.8%
roughly mapping to the EVIDENCE-BASED category from our
taxonomy. Model predictions highlight the same predominance of
categories that require factual answers, classifying 89.69% of the
dataset into either FACTOID or EVIDENCE-BASED. The manual
analysis uncovered a few false positives in rare categories, hinting
at those categories having an even smaller representation in reality.

To investigate the distribution of questions submitted to web-
search engines, we study the MS MARCO dataset [32], which con-
tainsmore than 1,000,000 user search queries submitted toMicrosoft
Bing. According to our analysis, most of the queries are either FAC-
TOID or EVIDENCE-BASED, with the INSTRUCTION category
being represented to a smaller degree. This suggests that the per-
formance of models displayed on the MS MARCO leaderboard is
mainly a reflection of the ability of systems to answer FACTOID and
EVIDENCE-BASED questions. It is arguable whether people rarely
ask more sophisticated categories of questions due to a smaller
need, or simply because they do not expect current systems to an-
swer them. The existence of dedicated web-resources for DEBATE
(debate.org, kialo.com), INSTRUCTION (wikihow.com), and COM-
PARISON (diffen.com) might point towards the second explanation,
necessitating further research of under-represented categories.

Finally, we analyse the open-domain NFQA datasets NFL6 and
ELI5, both based on data from CQA platforms. In the NFL6 dataset
derived from the Yahoo’s Webscope L6 collection, the largest cate-
gory is INSTRUCTION, followed by EVIDENCE-BASED and REA-
SON. Together with the extremely small representation of IN-
STRUCTION questions in MS MARCO, this suggests that people
prefer to use CQA platforms over web-search engines for vari-
ous “how-to” questions. The more narrowly focused ELI5 dataset
consists of 270K threads from the “Explain Like I’m Five” Reddit
sub-forum. Most of the questions in the dataset are from the REA-
SON and EVIDENCE-BASED categories, representing information
requests that require explanations. This indicates that the KILT

Table 7: Analysis of dataset distributions (left) and per-category performance of a state-of-the-art model (right)

Question category distributions in datasets A/B human evaluation on ELI5

Categories
Li&Roth
TREC

MS MARCO
Bing
queries

NFL6
Yahoo
answers

ELI5
(Test set)
Reddit ELI5

System
Performance

Prefer
Gold

Prefer
System

Both
Good

Both
Bad

INSTRUCTION 3.47% 6.00% 40.33% 9.80% 30% (6/20) 50% (10) 15% (3) 15% (3) 20% (4)
REASON 2.18% 2.31% 24.85% 45.80% 40% (8/20) 40% (8) 20% (4) 20% (4) 20% (4)
EVIDENCE-BASED 25.29% 34.52% 23.92% 24.20% 45% (9/20) 30% (6) 15% (3) 30% (6) 25% (5)
COMPARISON 0.65% 0.39% 3.42% 1.80% 40% (8/20) 45% (9) 10% (2) 30% (6) 15% (3)
EXPERIENCE 1.23% 0.21% 2.03% 0.60% 20% (4/20) 60% (12) 10% (2) 10% (2) 20% (4)
DEBATE 0.55% 0.96% 2.70% 8.20% 5% (1/20) 75% (15) 0% (0) 5% (1) 20% (4)
FACTOID 64.40% 55.21% 2.57% 5.50% — — — — —
NOT-A-QUESTION 2.23% 0.40% 0.19% 4.10% — — — — —
TOTAL 5,894 1,026,758 24,512 87,361 30% (36/120) 50% (60) 12% (14) 18% (22) 20% (24)

https://huggingface.co/deepset/roberta-base-squad2
https://allennlp.org/
https://microsoft.github.io/MSMARCO-Document-Ranking-Submissions/leaderboard/
https://www.debate.org/
https://www.kialo.com
https://www.wikihow.com/
https://www.diffen.com/
https://webscope.sandbox.yahoo.com/catalog.php?datatype=l
ttps://eval.ai/web/challenges/challenge-page/689/leaderboard/1908
ttps://eval.ai/web/challenges/challenge-page/689/leaderboard/1908
https://facebookresearch.github.io/ELI5/index.html
https://cogcomp.seas.upenn.edu/Data/QA/QC/
https://microsoft.github.io/msmarco/
 https://ciir.cs.umass.edu/downloads/nfL6/
https://facebookresearch.github.io/ELI5/index.html
ttps://eval.ai/web/challenges/challenge-page/689/leaderboard/1908


ELI5 leaderboard primarily reflects the performance of systems on
just these two question categories.

5.2 NFQAModel Performance Across Categories
In Section 3.2, Table 2, we evaluated how well NFQ categories are
answered by Google web-search snippets, and identified the most
challenging NFQ categories to be DEBATE, EXPERIENCE, and
REASON. Here, we focus on evaluating the performance of a state-
of-the-art model specifically trained to answer NFQs, to understand
the influence of the category imbalance in NFQA datasets and to
determine challenging categories for the model. For this, we uti-
lize the ELI5 dataset for abstractive long-form QA. Unfortunately,
the unsupervised evaluation methodology for long-form NFQA
adopted by Fan et al. [14], namely ROUGE score variants, is not
representative of the model performance, to the point where ran-
domly selected answers produce higher scores than ground truth
answers [24]. Thus, we leave large-scale unsupervised evaluation
for future work, along with the research of more suitable metrics
for NFQA. Instead, we carried out A/B human evaluation across
different NFQ categories in ELI5, following the human evaluation
methodology of Krishna et al. [24].

Questions and gold answers for assessment were sourced from
the corrected evaluation split of ELI5 provided by Krishna et al.
Model answers were generated using the best system of Krishna
et al. (with p = 0.9) consisting of a “contrastive REALM” dense
retriever and a generator based on the Routing Transformer, the
current state-of-the-art model for representing long-range depen-
dencies in sequences via sparse attention and mini-batch k-means
clustering [37]. Volunteers were asked to select the “better” answer
for one question at a time, choosing between gold and system-
generated answers presented in random order and without labelling
the source. Unlike the original A/B testing setup used by Krishna
et al., in “Tie" situations when both answers were equal in their
quality (either good or bad), volunteers were instructed to select
“Both Good" or “Both Bad" options, respectively. This change al-
lowed us to evaluate the overall percentage of good answers given
by the system. In total, we had 5 volunteers and 120 questions, with
20 questions per each NFQ category. All volunteers were English-
speaking and had at least a Master’s degree. Question categories
were assigned through MTurk evaluation in the same manner as
described in Section 3.3. The results are presented in the right part
of Table 7.

On average, the system answers were preferred only in 12% of
cases, which is slightly less than 14% reported for the system by Kr-
ishna et al. We attribute this to the difference in distributions of
categories between our evaluation and the original evaluation. Kr-
ishna et al. randomly sampled questions, and the majority belonged
to REASON and EVIDENCE-BASED categories, while we sampled
questions uniformly across categories.

The "System Performance" column gives the overall system per-
formance, which measures the percentage of system answers that
were either preferred over gold answers or considered equally good.
Similarly to the performance of the production-grade system tested
in our editorial study (3rd column in Table 2), the most challenging
category for the system trained on ELI5 is DEBATE, where the sys-
tem gave only one good answer out of 20, followed by EXPERIENCE

with four good answers. These two categories are poorly repre-
sented in the training data. On the other hand, the performance
of the ELI5-trained system for the REASON category is relatively
good, which could be explained by a very high representation of
this question category. This supports our hypothesis that system
performance may be affected by unbalanced question categories in
training data, especially for more challenging categories.

6 CONCLUSION
Understanding non-factoid question categories asked by users is
essential both for the development of successful NFQA systems and
for creating reliable NFQA benchmarks. In this work, we present
the first streamlined taxonomy of NFQs built with a transparent
methodology and evaluated through editorial and crowdsourcing
studies. The labelled data was compiled into a new dataset of NFQ
categories. To enable researchers to apply these categories to other
datasets, we provide a classifier for this purpose. Subsequent analy-
sis of question categories against four existing QA datasets, com-
monly used in NFQA, demonstrates that these sets have a skewed
representation across the taxonomy. The findings indicate a clear
need for creating new datasets that cover this more expansive range
of categories and new NFQA models capable of dealing with more
challenging and previously under-represented categories such as
DEBATE and EXPERIENCE.

ttps://eval.ai/web/challenges/challenge-page/689/leaderboard/1908
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