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ABSTRACT
To study the impact of providing direct answers in search results on
user behavior, we conducted a controlled user study to analyze fac-
tors including reading time, eye-tracked attention, and the in�uence
of the quality of answer module content. We also studied a more
advanced answer interface, where multiple answers are shown
on the search engine results page (SERP). Our results show that
users focus more extensively than normal on the top items in the
result list when answers are provided. The existence of the answer
module helps to improve user engagement on SERPs, reduces user
e�ort, and promotes user satisfaction during the search process.
Furthermore, we investigate how the question type – factoid or
non-factoid – a�ects user interaction patterns. This work provides
insight into the design of SERPs that includes direct answers to
queries, including when answers should be shown.
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1 INTRODUCTION
Commercial web search engines increasingly feature answer mod-
ules as part of their Search Engine Result Page (SERP). The module,
which usually appears at the top of the SERP, provides a concise
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Figure 1: The answermodule displayed as a featured snippet
in a SERP.

answer to certain types of informational queries issued by users
(Figure 1 shows an example). Like the commonly displayed knowl-
edge panel, the answer module provides information directly within
the SERP. Hopefully the module increases user engagement with
the SERP and reduces the time that a user needs to spend inspecting
remote web resources linked from the SERP.

The growing popularity of the answer module in modern web
search is due to the ongoing shift from short bag-of-word queries
to longer, well-formed, question-like queries [39], as well as the ad-
vance of deep learning techniques that enable better understanding
and handling of such queries. Most research dealing with answers
to web search questions has had a system-centric point of view and
focused on issues such as the extraction of answers from various
forms of text content, the ranking and triggering of answers, and
the generation of answers in natural language [32, 41]. With respect
to user-centric research, there are several works that looked into
the usability of modules such as health cards [13] in a SERP. How-
ever, there has been no previous work that adopted a user-centric
approach and aimed to understand the way users interact with
answers presented in a SERP.

Our work attempts to give insight into the impact of the answer
module on users’ overall search experience in information-seeking
search tasks, giving rise to the following research questions:
RQ1: How do users interact with a search engine when a direct

answer to the query is provided on the SERP, and how does
the quality of the answer a�ect these interactions?

RQ2: How do interaction patterns change when a more advanced
multi-answer module is presented?
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Users interact with search engines in di�erent ways for di�erent
types of queries [30]. Some types are associated with exploratory,
browsing-style user behavior, while for other queries users exhibit
a more focused search. This motivates our third research question:
RQ3: How does question type (factoid versus complex) a�ect in-

teraction patterns during answer seeking tasks?
To understand the impact of the answer module on users’ search

experiences, we carried out a controlled lab-based user study in
which participants interacted with SERPs in di�erent settings (a
SERP with no answer, a traditional single answer, or a brows-
able multi-answer module). We gathered self-reported feedback
from study participants through questionnaires, and tracked and
recorded user interaction signals including mouse clicks, eye and
cursor movements. Our key contributions are:

• We conduct and eye-tracking experiment that included 600
search sessions to investigate users’ interactions during an-
swer seeking tasks.

• We provide a thorough analysis of how users interact with a
SERP when an answer module is shown. To the best of our
knowledge, this is the �rst published work to focus on users’
interaction patterns on such an interface, although some
commercial web search engines have started using answer
modules.

• We also show the e�ect of a more advanced answer module,
and question type, on users’ interaction patterns.

In the rest of the paper, Section 2 provides a survey of key related
work. The details of the lab study are presented in Section 3. We
provide an analysis of the collected data in Section 4. Conclusions
and avenues for future work are discussed in Section 5.

2 RELATEDWORK
Our review is grounded in related work on SERP and individual
result item design, and eye-tracking analysis.

2.1 Design of Search Engine Result Pages
A range of studies have investigated aspects of the design of SERPs,
including what should be included as a result item, how individual
items should be formatted, and the layout and design of the result
page overall. The most traditional SERP design, popularised by
early web search engines, is often referred to as “10 blue links”.
Here, information about the top 10 documents that are identi�ed as
being relevant to a query are shown in a list, ordered by decreasing
likelihood of relevance. Each result item in the list represents a
document, which typically includes: a clickable title to open the
underlying document; the URL of the document; and a short text
summary of the document content (often also referred to as a snip-
pet). Tombros and Sanderson [38] established that query-biased
summaries (their name for snippets) – where sentences that most
closely match the terms of a user’s query are extracted from the
underlying document and displayed – can improve a searcher’s
speed and correctness in identifying the relevance of an underlying
resource compared to static summaries that use the opening sen-
tences of a document; this approach continues to be used in modern
search engines. The length of summaries was studied by Cutrell
and Guan [7], who demonstrated that providing more information

is bene�cial for informational searches, but can be harmful for nav-
igational searches. A broad study of other features of result items
was carried out by Clarke et al. [4], showing that the presence of
more query terms in the summary, the length of the shown URL,
and the readability of the summary are key factors that in�uence
web search behavior.

Studies of the linear ranked list-based layout of SERPs have
identi�ed possible sources of bias that may be introduced when
searchers examine the results. Through experiments that manip-
ulated the ordering of result items returned by a web search en-
gine, Joachims et al. [14] demonstrated both trust bias (searchers
are more likely to select answers that are presented higher in a
ranked results list) and quality bias (selections are in�uenced by the
overall quality of other items in the results). Subsequent work inves-
tigated the modelling of user click behavior to take these sources of
position bias into account [6]. As an alternative to the typical linear
list presentation, Kammerer and Gerjets [15] studied a grid-based
layout and demonstrated that trust bias can be mitigated when
users are unsure whether the retrieval system has attempted to
rank the search results. Two-dimensional or matrix layouts are
popular for presenting search results in particular areas such as
image or online shopping search [3].

Direct alternatives to the typical text-based summaries that are
displayed as result items on SERPs have also been proposed in the
literature, including enhanced thumbnails [42] where web pages are
represented by a small screenshot with additional highlighting of
key information components. Visual snippets that include a salient
image, logo, and document title were also examined [35]. Analysis
indicated that such representations reduces user search time for
some types of tasks. However, they are not widely used by modern
web search services.

While the traditional query-biased summary representation of
text-based documents continues to be widely used, SERPs have
evolved to dynamically incorporate additional types of information.
The results of vertical search, where a row of images or videos are
directly embedded into the SERP [1, 40], are a key example. Others
include advertisements, direct inline answers, knowledge panels,
maps, recent news stories, tweets, and speci�c information such as
weather data or exchange rates [24, 36].

2.2 Eye Tracking Analysis of Search Behavior
Tracking the movements of a person’s eyes has a long history of
application in the study of human attention, as people shift their
eyes to focus on regions or objects of interest. To track a user’s gaze
on a screen, modern hardware typically employs a video-based
corneal re�ection approach to capture �xations (speci�c points
at which the gaze is brie�y maintained) and saccades (fast eye
movements to the next point of �xation) [8]. Given the relationship
between gaze position and attention, eye tracking has been used
in a range of studies aiming to better understand user behavior
when interacting with IR systems, and in particular with SERPs.
Foundational work by Granka et al. [12] examined the relationship
between eye gaze and click behavior and established that users on
average read a SERP from top to bottom, and that the total time
spent viewing a result decreases with rank, but the decrease is
slower than the drop in click frequency. The result helped advance



the development of click models, since when a user clicks on an
item, it can be inferred that they have also viewed those that are
higher ranked.

Eye tracking analysis has been used to study patterns of behavior
when searchers interact with retrieval systems. Aula et al. [2] were
able to divide searchers into two groups, economic and exhaustive
evaluators, based on their information seeking strategies. Economic
evaluators proceeded to their next action (reformulating a query, or
clicking on a document) by examining a smaller number of result
list items compared to exhaustive evaluators. Cole et al. [5] studied
gaze and user activity patterns as searchers proceeded through
tasks of di�erent complexity and types (including journalism-style
activities, and searching for biomedical information), �nding that
di�erences in tasks can be inferred using representations derived
from eye tracking data. Thomas et al. [37] also found di�erences in
gaze patterns for tasks of di�ering complexity levels, and observed
that user attention appears to move down a SERP in a band of
attention, with gaze moving more freely between the individual
result items within this band. Zheng et al. [44] used eye tracking
analysis to develop a two-stage reading model, which is then used
to improve the performance of an answer retrieval system.

Analysing viewing behavior using eye tracking has also enabled
the detailed comparison of how the distribution of user attention
changes when elements of the SERP are altered, including di�erent
versions of individual result list items, such as varying lengths of
summaries [7], or including di�erent types of result items, such
as advertisements [9]. One key limitation regarding eye tracking
analysis is that specialised and often expensive hardware is required;
as an alternative, Lagun and Agichtein [18] developed an approach
whereby a SERP is modi�ed so that only one result item is clearly
visible at a time while the rest of the page is blurred; the user
can change the viewport using a mouse or trackpad as they read
the results. A comparison with unrestricted viewing data gathered
using eye tracking showed a high degree of similarity between the
data obtained using the viewport approach.

3 USER STUDY
To investigate our research questions, we conducted a controlled
lab-based study to collect data on user interaction with answers.
The study was reviewed and approved by the RMIT University
Human Research Ethics Committee.

3.1 Task Design
Since we focus on question-type queries in this work, we designed
our tasks based on the publicly available MS MARCO [26] dataset,
which contains about one million questions sampled from real,
anonymized queries submitted to the Bing search engine. We man-
ually selected 20 questions, composed of 10 factoid questions and
10 non-factoid questions, as our search tasks. Factoid questions
can be solved with simple entity-based answers, while non-factoid
questions require several answer sentences or passages [29]. Exam-
ples of the search questions include “what are the largest cities in
Australia?” (factoid) and “what can cause a rash?” (non-factoid).

To study the impact of providing direct answers in SERPs on user
behavior, we generated SERPs with or without an answer module
for each search task. To gather search results, we submitted the 20

questions to the Google search engine in October 2019. Vertical and
sponsored results were removed because they have been shown to
a�ect user behavior on SERPs [22]. The top ten organic search re-
sults were retained for each question. We then asked three assessors
to assign two-grade snippet usefulness labels for each of the top �ve
search results. An inter-assessor agreement of 0.827 was obtained
(using Fleiss’ 𝜅 [11]), indicating almost perfect agreement [19].1
We used the majority vote across the three judgments as the �nal
usefulness score of each item. There are 2.65 useful snippets out of
the top 5 snippets on average.

To gather direct answer passages, we obtained the direct an-
swers from the Passage Ranking MS MARCO dataset. For each
question, this dataset includes passages selected by assessors to
indicate if they were helpful for writing natural language answers
to the question. From this dataset, we manually sampled useful
passages (referred to as useful answers below), and useless passages
(referred to as useless answers below) according to the provided
usefulness labels. Useful answers can provide meaningful informa-
tion for the search task, while useless answers are relevant to the
topic of the search task but do not provide useful information. For
example, for the question “what is the di�erence between medicare
and medicaid”, a useless answer is “...the Center for Medicare and
Medicaid Services and the Social Security Administration do not
call you to ask you to disclose �nancial information in order to get
a new card. If you receive such a call, you should...”. It is relevant to
medicare and medicaid but is not useful for answering this question.

Considering that the quality of the direct answer may a�ect
user behavior, we controlled the usefulness of answers to generate
SERPs that simulate a range of system con�gurations: each SERP
included ten organic search results shown as traditional snippets,
and could additionally include one direct answer, or a set of �ve
multiple answers displayed in a carousel (we chose the number
�ve, because around �ve search results are shown on SERPs with
an answer module before users need to scroll). As a result, for this
study, we generated �ve SERP con�gurations for each search task,
where the quantity and quality of answers vary:

S1: Ten organic search results.
S2: One useful answer and ten organic search results.
S3: One useless answer and ten organic search results.
S4: Five answers and ten organic search results, where the �rst

answer is useful and the same as the answer in S2. The
usefulness of the second to �fth answers are the same as
those of the second to �fth search result snippets.

S5: Five answers and ten organic search results, where the �rst
answer is useless and the same as the answer in S3. The
second to �fth answers are the same as those in S4.

In total, six answers are kept for each question: one useful answer
for S2, one useless answer for S3, four additional answers as the sec-
ond to �fth answers for S4 and S5. There are 52.55 words per answer
on average (54.70 for useful answers, 50.85 for useless answers).
Figure 2 shows SERP examples for the di�erent settings. The broad
layout is similar to the SERPs of search engines such as Google. The
interfaces of S2 and S3 are the same as each other, and include an
answer module containing one direct answer above search results.

1slight: 0.0-0.2, fair: 0.2-0.4, moderate: 0.4-0.6, substantial: 0.6-0.8, almost perfect: 0.8-
1.0.



Question: what are the largest cities in Australia
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Figure 2: SERP examples in di�erent settings and user study procedure.

There is a more advanced answer module in S4 and S5, comprised
of �ve answers in a horizontal carousel; users can click on previous,
next, and spot buttons to switch among the answers.

3.2 Participants
We recruited 30 participants through on-campus posters and email-
ing volunteer groups. There were 8 males and 22 females, comprised
of graduate and undergraduate students and university sta�. Ages
ranged from 18 to 46. Areas of study varied from humanities and
sociology to natural science and engineering. All participants were
�uent in English and indicated that they use computers and search
engines at least once a day. Each was asked to perform all 20 of the
search tasks. For each task, they were told that they should �nd
answers to the question by browsing one SERP. It took participants
around 80 minutes to complete these tasks. Each was paid $55 (USD)
as compensation.

Participants were randomly allocated into one of three groups
without repetition, such that the �rst group had six participants
while the second and third groups both had 12 participants each.
The participants in the �rst group were shown SERPs with no
answer module (20 S1 SERPs). Those in the second group were
shown SERPs with one direct answer, either with a useful answer
(10 S2 SERPs) or with a useless answer (10 S3 SERPs). Similarly, the
participants in the third group were shown SERPs with �ve direct
answers, where the �rst answer was useful (10 S4 SERPs) or useless
(10 S5 SERPs). Therefore, each SERP was viewed six times for each
of the system settings. The tasks were shown to each participant in
a randomized fashion to avoid ordering e�ects.

Summary statistics of the tasks and user sessions are shown in
Table 1. We designed 20 tasks in total and generated 5 SERPs for
each task. There were 120 answers and 200 search results. In total,
we collected 600 search sessions from 30 participants, with 120
sessions per setting (S1 to S5).

3.3 Procedure
The procedure of the user study is shown in Figure 2. Participants
were invited to our lab and used a desktop computer equipped
with an eye tracker to perform their activities. After collecting

Table 1: Statistics of the dataset in our user study.

#Tasks #SERPs #Answers #Results #Users #Sessions

20 100 120 200 30 600

pre-experiment demographic information and carrying out eye-
tracker calibration, the study began with two warm-up tasks where
we introduced the procedure of the user study. Participants were
asked to perform the second task on their own, to ensure they were
familiar with the experimental system. Next, the 20 experimental
tasks were carried out. They were presented in a random order
to avoid learning or order e�ects. Participants were permitted to
take a rest if they felt tired during the study. The procedure of each
individual search task is as follows:

Task reading. First, participants were shown a question. Their
task was to �nd answers to this question. For example, “what are
the largest cities in Australia?” This question was also shown at
the top of the SERP in the next step.

SERP browsing. After participants read the question, a pre-
generated SERP was shown. They were instructed to �nd useful
information for the question of this task. They could examine and
interact with the SERP as they normally would, including clicking
on a result to read a landing page or clicking on links on the landing
page if desired. For SERPs including answers, participants could
choose whether to read them. Once they felt that they had enough
information, or they could �nd no more, they could leave the SERP
by pressing the space bar. During this step, we collected participant
eye movements via the eye tracker, and other interactions through
our interface, including �xations, timestamps, click behavior, mouse
movements, and so on.

Post-task questionnaire. After participants left the SERP, they
were required to answer three questions: 1) How satis�ed do you
feel with the search engine result page overall? (�ve-level rating);
2) Can you successfully answer the question in this search task?
(�ve-level rating); 3) Please brie�y write down the answer you
found. This explicit feedback from participants helped us better
understand their search experience. If they had not found the an-
swer, participants could leave the third question blank. Finally, we



Table 2: Dwell time and click behavior in di�erent settings.
“*/**” indicates that the di�erences among �ve settings are
statistically signi�cant at 𝑝 < 0.05/0.01 level (Kruskal–Wallis
test). “†” indicates that the result is signi�cantly di�erent
from that in S1 (Dunn’s test).

S1 S2 S3 S4 S5

Session dwell time (DTime) (s)** 103.870 86.469† 88.626 81.916† 92.268
DTime on landing pages (s)** 84.545 54.545† 60.320† 39.986† 50.388†
Avg. DTime per page (s)** 35.485 31.184† 32.107 26.936† 28.188†
#Clicked results** 2.433 1.625† 1.775† 1.300† 1.633†
Lowest clicked results position** 4.158 3.017† 3.458† 2.608† 3.158†
Sessions without click (%)** 1.667 14.167 5.000 12.500 9.167

showed the answers and search results on the screen again, and
participants were asked to assign two-grade usefulness labels for
each of the items that they had read.

3.4 Experiment System and Platform
We conducted the user study on a desktop computer with a screen
resolution of 1920 x 1080. We used a Tobii Pro X2-60 eye tracker to
record eye movements. The tracker can detect the presence, atten-
tion, and focus of the user. It is common to �lter out short duration
�xations. Because we found users read faster when browsing a
SERP, we adopted a shorter threshold than the 200ms suggested
by Lorigo et al. [23], instead using 60ms which was su�cient to
reproduce participants’ browsing process and preserve most of the
eye tracking data. An initial calibration process was carried out
for each participant to ensure that the eye tracking data would be
recorded accurately. In order to obtain 30 participants, we had to
test 40 people, of which ten were eliminated as the system failed
to calibrate. This is not an uncommon occurrence in eye-tracking
studies. We developed a user study system using Django, through
which participants could log in and complete their search tasks. We
used a backend database to record participants’ explicit feedback
and interaction behavior including mouse movements, scrolling,
selection behavior, click behavior, and timestamps.

4 RESULTS
We �rst investigated users’ interaction patterns on SERPs without
and with a direct answer. To address RQ1, we also analyzed the
in�uence of the quality of the answer in users’ interactions. Then
we studied how users’ interactions change when a more advanced
answer module containing multiple answers was provided on the
SERP to address RQ2. Finally, we considered two types of questions:
factoid and non-factoid, and compared the di�erences in users’
interactions between di�erent question types to address RQ3. The
Kruskal–Wallis test [17], which is a non-parametric method used
in IIR analysis [16], and does not assume normal distributions,
was conducted using the setting of SERPs as the experimental
factor. Dunn’s test [10] was further used to identify which particular
pairs di�ered signi�cantly. In Section 4.3, the Scheirer–Ray–Hare
test [31] was used to test for sign�cant di�erences using both the
setting of SERPs and types of questions as factors.

4.1 RQ1: Interaction Patterns on SERPs with a
Single Direct Answer

We compared users’ interaction patterns for SERPs, which provide
no answer (S1) and those that provided a single answer (S2 and

Table 3: Examination behavior on SERPs of di�erent set-
tings, including �xation duration (in second), number of ex-
amined answers and results. “*/**/†” have the samemeaning
as in Table 2.

S1 S2 S3 S4 S5

Fixation duration on the SERP** 12.520 19.242† 17.223† 28.130† 28.104†
#Examined answers** - 1.000 1.000 4.133 4.308
Lowest examined answers position** - 1.000 1.000 4.158 4.317
Duration on answers** - 9.503 6.504 20.795 19.500
Avg. duration per answer** - 9.503 6.504 4.991 4.436
#Examined results* 6.200 5.150† 5.517 5.625 5.508
Lowest examined snippets position 7.675 6.633 7.075 7.075 6.958
Duration on snippets** 12.520 9.739† 10.719 7.336† 8.609†
Avg. duration per snippet** 1.950 1.776 1.980 1.236† 1.440†
#Clicked results** 2.433 1.625† 1.775† 1.300† 1.633†
Lowest clicked result position** 4.158 3.017† 3.458† 2.608† 3.158†
Duration on landing pages** 51.233 31.711† 35.206† 23.320† 28.527†
Avg. duration per landing page** 21.461 18.317† 18.444 15.705† 16.422†

S3) from three perspectives: click behavior, �xation distribution,
and examination sequence. We also analyzed users’ explicit feed-
back including satisfaction and success to better understand user
behavior.

4.1.1 Click Behavior. Implicit signals, such as clicks and dwell time,
are commonly used to improve search result quality [27]. In Table 2,
we report our �ndings related to these signals. According to the
table, users spent about 104 seconds on average browsing SERPs
containing only organic search results (S1). When an answer was
shown on the SERP, users spent less time completing the search
task, especially when the answer is useful (S2). Users also spent
signi�cantly less time reading landing pages, even when the answer
was not useful. This means that the presence of the answer module
leads to shorter sessions.

Users clicked on signi�cantly di�erent numbers of search results
in each setting. They clicked on more results on SERPs without a
direct answer, and the likelihood of clicking on lower-ranked results
is higher. It is worth noting that there was no click in about 14%
sessions when we provided useful answers, while this percentage
in S1 is less than 2%. This shows that users seldom �nd su�cient
information only through snippets because in about 98% of SERPs
users click on at least one search result. Providing a direct answer
helps users get more useful information without a click, reducing
user e�ort during the search task. In the S3 setting, there is no click
for 5% of sessions. This is higher than the rate of the S1 setting.
Given that the S3 setting shows a useless answer, this may mean
that the users sometimes over-trust the answer module.

4.1.2 Fixation Distribution. Using eye tracking data we analyzed
users’ examination patterns on the SERP. For each SERP, we consid-
ered the �xations on direct answers and search result snippets. We
used the sum of �xation duration associated with an answer/snippet
as its �xation duration, which has been regarded as important im-
plicit feedback for improving result ranking in search engines [28].
Table 3 shows �xation durations on the SERP, examined answers, ex-
amined results snippets, clicked result snippets, and landing pages.
A longer �xation duration indicates that users paid more attention
to the item. We found that when a direct answer is shown, users
paid more attention to the SERP than the landing page, especially
when the answer was useful. This indicates that the direct answer
helps improve user engagement on the SERP and reduces user ef-
fort on the landing page. Within the SERP, users read fewer search
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Figure 3: Vertical distributions of �xation duration on di�er-
ent SERP settings. The proportions of �xation duration for
the �ve answers shown for S4 and S5 are also shown. “*/**”
indicates that the di�erences among the �ve settings are sta-
tistically signi�cant at 𝑝 < 0.05/0.01 level (Kruskal–Wallis
test).

result snippets and paid less attention to snippets when a direct
answer is shown. The average number of examined answers was
1 in S2 and S3, which shows that users always read the provided
answer, but the �xation duration was longer when the answer is
useful.

Previous work has demonstrated that users exhibit a position
bias when examining results on a SERP [6, 43]. To investigate the
situation when a direct answer is provided, we examined the dis-
tribution of �xation durations for each answer and search result
snippet. The results are shown in Figure 3. Values in the �gure are
the proportions of �xation duration. For example, “0.502” in the
�rst row indicates that 50.2% of �xations on the SERP in S2 are
located in the answer module. The values in the top left cell are zero
since there is no answer module in S1. We can see that users tend
to pay more attention to the answer module and top-ranked search
results. Higher-ranked results received more user attention and
were more likely to be examined. This is consistent with the �nd-
ings of Joachims et al. [14] and Liu et al. [21]. The answer attracted
the most attention among all items on the SERP in S2 and S3. The
�rst item attracted more attention when it is an answer rather than
a search result (30.7%). Especially when the answer is useful, more
than 50% of the attention was paid to it. This indicates that users
tend to �rst carefully read the provided answer. Fixation duration
on the same result was signi�cantly di�erent when settings vary
in the top seven results. It is longer when there is no answer or
the answer is useless. When the answer is useful, the attention
decreased faster with the vertical position. This is because users
can access useful information faster in S2.

The above observations illustrate that users spend more time
carefully reading the SERP and less time reading landing pages.
The position bias a�ects users’ attention distribution on the SERP.
When a useful answer is provided, users tend to �rst carefully read
it to get useful information, and their attention decreases faster
with the vertical position.

4.1.3 Examination Sequence. To further analyze the temporal se-
quence of users’ examination behavior, we plotted the arrival time
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Figure 4: Normalized �rst arrival time at di�erent ver-
tical positions of SERPs. “*/**” indicates that the di�er-
ences among �ve settings are statistically signi�cant at 𝑝 <

0.05/0.01 level (Kruskal–Wallis test).
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Figure 5: Examine transitions among items (answers and
search results) on SERPs. “**” indicates that the di�erences
among �ve settings are statistically signi�cant at 𝑝 < 0.01
level (Kruskal–Wallis test).

distribution of di�erent ranked positions in di�erent settings as
Figure 4 shows. The y-axis is the �rst arrival time of eye �xations
for a given position, which is normalized by the whole session
length [33]. We only plotted the �rst arrival time of the answer
module and the top �ve search results, since only the �rst �ve
search results are shown on the SERP before users need to scroll.
This shows that the �rst arrival time increases with the rank, which
is consistent with the �ndings of Granka et al. [12] that the user
usually browses the SERP from top to bottom on average. We can
also observe that when there is an answer on the SERP, the �rst
arrival time to search results is larger. The di�erences decrease as
rank increases. The �rst arrival time to the same search result is
smaller when the direct answer is useless. If users found that the
answer cannot provide useful information, they chose to move on
to the search results below more quickly.

We next analyzed the �xation transitions among items (i.e. the
answer and search results) on the SERP. Since items were listed in
one-dimension, the transitions are in two directions: up and down.
We split users’ �xation transitions into three categories based on
past work [25]:

• Forward: users’ �xations go down to the next search result
snippet on the SERP.

• Regression: users’ �xations go up to the direct answer or
search result snippets with higher ranks.

• Skip: users’ �xations skip some results and go down to
search result snippets which are at lower ranks.



Percentages of the three transitions are shown in Figure 5. In all
settings, most transitions are forward, followed by regressions, and
then skips. Users preferred short-distance transitions between two
contiguous items, which is consistent with past work [34]. It also
indicates that users tend to read items on the SERP from top to
bottom, one by one, but sometimes they went back to revisit some
items or skip others. The result is aligned with past �ndings in
document reading [20]. On SERPs with an answer, there are more
forward transitions, fewer regressions, and fewer skip transitions.
The di�erences among settings are signi�cant, and indicate that a
direct answer helps users by reducing the need to go back or go
deeper to �nd more useful information.

4.1.4 Explicit Feedback. From users’ explicit feedback, we can gain
additional insight into the way that a direct answer a�ects the
user experience. Table 4 shows some results about user satisfaction
and task success in di�erent settings. Compared to S1, users who
are shown SERPs with a direct answer reported a higher level
of satisfaction and success, especially when the answer is useful.
Despite these di�erences in task success, no signi�cant di�erences
were detected. SERP setting had a statistically signi�cant e�ect on
user satisfaction.

4.1.5 Summary. We investigated users’ interaction patterns on
a SERP interface containing a direct answer to the search query
above the search results. Our �ndings related to RQ1 are:

• Users focused more extensively on the top-ranked items in
the SERP. The answer module attracts a lot more attention
from users than a regular search result placed at the same
position attracts. It also leads to a decrease in attention given
to the rest of the SERP, even when the provided answer is
not useful.

• Providing a direct answer (even when the provided answer is
not useful) helps users get more useful information without
a click and shortens the time spent on completing search
tasks, reducing user e�ort.

• Users tend to read items on the SERP from top to bottom,
one by one. A direct answer helps users by reducing the need
to go back to previous results or to go deeper to �nd more
useful information.

• Providing a direct answer helps users perceive a higher level
of satisfaction. Regarding user perception of task success,
the improvement is not signi�cant, but an increasing trend
is observed.

4.2 RQ2: Interaction Patterns on SERPs with
Multiple Answers

To investigate the impact of providing multiple answer items on
users’ interaction patterns, we focused on SERPs with �ve answers
presented in a carousel, where only one answer is visible at a time.
Users can click on previous, next, and spot buttons to switch to
other answers. We compared users’ interaction patterns on such an
interface (S4 and S5) with those described in Section 4.1 to answer
RQ2.

4.2.1 Click Behavior. Table 2 shows users’ click behavior and dwell
time on search results. Users spent only 82 seconds to �nish the
search task on average in the S4 setting, where multiple answers

Table 4: User satisfaction and task success in di�erent set-
tings. “*” indicates that the di�erences among �ve settings
are statistically signi�cant at 𝑝 < 0.05 level (Kruskal–Wallis
test). Di�erences between di�erent setting pairs are not sta-
tistically signi�cant (Dunn’s test).

S1 S2 S3 S4 S5
Satisfaction* 4.308 4.508 4.425 4.555 4.318
Task success 4.342 4.417 4.392 4.527 4.464

were provided with the �rst being useful. The dwell time was even
shorter than that of the S2 setting, where only one direct useful
answer was provided. The dwell time on landing pages was 40 sec-
onds on average, which is half of that in S1. Results on the number
of clicks and sessions without a click when multiple answers were
provided have the same trends as those in S2 and S3. Even if the
�rst answer is useless, there are 9.167% of sessions without a click.
Compared to showing one answer, multiple answers provide more
choices for users. Providing multiple direct answers further helps
to reduce user e�ort during the search task.

4.2.2 Fixation Distribution. Statistics of �xation durations on the
SERP, answers, search result snippets, and landing pages are shown
in Table 3. We �nd that users pay signi�cantly more attention to the
SERP and less attention to landing pages when multiple answers
are provided. Multiple direct answers further help improve user
engagement on the SERP and reduce user e�ort on the landing page.
The total duration of answers is slightly shorter when the �rst an-
swer is useless, but the number of examined answers is larger. This
indicates that users tend to read more answers when they found the
�rst answer cannot satisfy their information needs. They were pa-
tient with the advanced answer module and are willing to explore it.
The gaps between S4 and S5 are smaller than those between S2 and
S3, suggesting that failing to provide a useful �rst answer has less
in�uence on users when multiple additional answers are present.

The vertical distributions of �xation duration on SERPs in S4 and
S5 are shown in Figure 3. Direct answers attracted more than 70%
of �xations on the SERP. We also plotted the duration distribution
of the �ve answers. Users paid more attention to the �fth answer
(9.9% in S4 and 10.1% in S5) than the �rst search result (8.6% in
S4 and 9.4% in S5). Fixation duration on the �rst answer is longer
when it is useful, while durations on other answers are shorter. We
can also observe that users’ attention decays the fastest with the
vertical position when multiple answers are provided. Users paid
more than 80% attention to the �rst two items on the SERP, while
the cumulative duration reaches 80% in the �fth item in S1, in the
fourth item in S2 and S3. This suggests that users already get most
of the useful information from a few top-ranked items. Therefore,
they pay less attention to the lower-ranked search results.

4.2.3 Examination Sequence. Figure 4 shows the normalized �rst
arrival time at di�erent vertical positions. We can observe that the
�rst arrival time of the �rst and second search results in S4 and S5 is
larger than that in S2 and S3. It shows that the number of provided
answers only a�ects the arrival time of those top-ranked search
results. When the vertical position increases, di�erences between
the �rst arrival time across the �ve settings become smaller. Figure 5
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Figure 6: Average �xation duration on the �rst to �fth an-
swers. Durations on the �rst answer are signi�cantly di�er-
ent in S4 and S5 at 𝑝 < 0.01 (Kruskal–Wallis test).

shows the percentages of three types of examination transitions on
the SERP. There aremore forward transitions, and fewer regressions
and skip transitions on SERPs with multiple answers, indicating
that multiple answers can help users reduce the need to go back or
go deeper to �nd more useful information, even more than when
just providing one answer.

4.2.4 Interactions within the answer module. We further analyzed
users’ interactions within the advanced answer module, including
click behavior, �xation distribution, and examination sequence.
Table 5 shows that users tend to browse answers from the �rst to
the �fth by clicking on the next button. They seldom used spot
buttons to locate a certain answer. There are also some clicks on the
previous button, which shows that users revisit answers sometimes.
When the �rst answer is useful, there is more revisiting behavior.
Users had more interactions with answers when the �rst answer is
useless. The average �xation duration on the �rst to �fth answers is
shown in Figure 6. We �nd that when the �rst answer can provide
useful information, users spend more time reading it. As to the
second answer, users spent more time reading it when the �rst
answer cannot provide useful information. There is no signi�cant
di�erence in �xation duration on the third, fourth, and �fth answers
when the usefulness of the �rst answer varies.

We extracted user examination sequences in the advanced an-
swer module for each search session, and show the frequencies
of the �ve sequences with the highest frequency in Figure 7. For
example, the sequence (1, 2) indicates that users �rst read the �rst
answer, then read the second answer, and then no longer read an-
swers in the answer module. It is observed that about half of the
users read all �ve answers, from the �rst one to the �fth one. Some
users reread the �rst answer after they read all �ve answers. When
the �rst answer can provide useful information, the frequency of
only reading the �rst answer is twice of that when the �rst answer
is useless, showing that users are highly likely to leave the answer
module if they already found useful information in the �rst answer.

4.2.5 Explicit Feedback. We analyzed users’ satisfaction and task
success on SERPs with multiple answers. From Table 4 we observe
that users get the highest level of satisfaction when the �rst answer
is useful. Results on search success are similar. Even if the �rst
answer is useless, users perceive a higher level of task success than
just providing one direct answer. It indicates that providingmultiple
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Figure 7: The �ve most frequent answer examination se-
quences.

Table 5: Statistics of users’ clicks within the answer module
in S4 and S5. The di�erences between S4 and S5 are not sta-
tistically signi�cant.

S4 S5
#Clicks on previous button 0.158 0.067
#Clicks on next button 3.442 3.642
#Clicks on spot button 0.092 0.042
#Clicks 3.692 3.750

answers on the SERP may help improve user satisfaction and task
success.

4.2.6 Summary. We compared users’ interaction patterns on SERPs
that show multiple answers with those that show only one answer.
To answer RQ2, we summarize our �ndings as follows:

• Providing multiple direct answers helps further reduce user
e�ort, improves user engagement on SERPs, and improves
user satisfaction.

• Even when the �rst answer of the multi-answer module is
not useful (the S5 setting), users prefer to explore the answer
module, rather than moving to the regular result list.

4.3 RQ3: Interaction Patterns in Questions of
Di�erent Types

To further understand users’ interactions on SERPs for di�erent
types of questions, we analyzed interaction patterns for both factoid
and non-factoid questions. In Section 4.1 and 4.2, we mentioned
that users perceive the highest level of satisfaction and task success
in S4, where multiple answers are provided and the �rst answer is
useful. Therefore, in this section we focus on S1 and S4, and investi-
gate how these two factors, setting and question type, a�ect users’
interactions. The Scheirer–Ray–Hare test, a non-parametric alter-
native to multi-way ANOVA, was conducted to test the signi�cance
of the in�uences caused by these two factors.

We analyzed dwell time, click behavior, �xation, user satisfac-
tion, and task success. The results are shown in Table 6. Users spent
a longer time completing non-factoid questions than factoid ques-
tions. Question type and setting both had a signi�cant in�uence on
the session dwell time. Providing direct answers helps reduce users’
time e�ort in both types of questions. When we provide direct



Table 6: Dwell time, click behavior, �xation, and ex-
plicit feedback in factoid and non-factoid questions. Time
is measured in seconds. “*/†/‡” indicates the question
type/setting/their interaction has a statistically signi�cant
e�ect on the variable at 𝑝 < 0.05 (Scheirer–Ray–Hare test).

factoid non-factoid
S1 S4 S1 S4

Session dwell time (DTime) * † 89.625 73.362 118.114 90.469
DTime on landing pages * † 71.359 33.861 97.731 46.112
Avg. DTime per page * † 33.186 24.279 37.783 29.592
#Clicked results * † 2.150 1.133 2.717 1.467
Lowest clicked results position * † 3.583 1.867 4.733 3.350
Sessions without click (%) * † 3.333 18.333 0.000 6.667
Fixation duration on the SERP † 12.099 27.058 12.941 29.203
#Examined answers † - 4.033 - 4.233
Lowest examined answers position † - 4.050 - 4.267
Duration on answers † - 19.443 - 22.147
Avg. duration per answer † - 4.708 - 5.274
#Examined results * 5.733 5.217 6.667 6.033
Lowest examined snippets position * 7.167 6.750 8.183 7.400
Duration on snippets † 12.099 7.615 12.941 7.056
Avg. duration per snippet † 2.026 1.296 1.873 1.176
#Clicked results * † 2.150 1.133 2.717 1.467
Lowest clicked results position * † 3.583 1.867 4.733 3.350
Duration on landing pages * † 44.222 20.355 58.243 26.284
Avg. duration per landing page * † 20.211 14.645 22.71 16.765
Satisfaction * † ‡ 4.417 4.691 4.200 4.418
Task success * † ‡ 4.533 4.673 4.150 4.382

answers, the session dwell time had an 18.1% and 23.4% reduction
under factoid and non-factoid questions, respectively. For factoid
questions, users clicked on fewer search results. The lowest ranks of
clicked results in S1 and S4 are 3.583 and 1.867, respectively. Adding
direct answers to SERPs of factoid questions reduced the lowest po-
sition of clicked results by around 48%. In this con�guration, there
was also no click in 18.3% of search sessions, indicating that users’
click behavior is a�ected more by direct answers under factoid
questions than non-factoid questions. For non-factoid questions,
there was at least one click in each search session in S1.

With respect to the �xation distribution in factoid and non-
factoid questions, there is no signi�cant di�erence in �xation du-
ration on the SERP and answers, while durations on snippets and
landing pages are signi�cantly longer for non-factoid questions.
However, users perceived a signi�cantly lower level of satisfaction
and task success for non-factoid questions. This can be explained by
non-factoid questions being more complex than factoid questions,
making it more di�cult for the search engine to return satisfying
search results and therefore reducing users’ con�dence in answer-
ing such questions correctly.

To answer RQ3, we summarize our �ndings as follows:
• Providing direct answers changes users’ click behavior more
in the case of factoid questions than non-factoid questions.

• Non-factoid questions lead to increased user e�ort and sig-
ni�cantly lower levels of satisfaction.

5 CONCLUSION
In this paper, we investigated how users interact with the SERP
when direct answers to question-style queries are provided with
search results. To the best of our knowledge, this is the �rst work
to study user behavior on SERPs containing an answer module.

Through a user study with 30 participants, we �nd that the an-
swer module helps users complete search tasks more quickly, and
reduces user e�ort. It attracts more �xations and improves users’
engagement with the SERP. These results indicate that the answer
module has a positive e�ect on users during answer-seeking tasks.
We further study the e�ect of direct answer quantity and question
type on user behavior. Results show that users tend to explore more
in the answer module and less in other search results when they are
provided with multiple answers in a carousel interface. Users’ click
behavior is a�ected more for factoid questions than non-factoid
questions. No results were clicked in 18% of search sessions when
answering factoid questions with multiple direct answers. This
shows that users can often get enough useful information from the
SERP without having to view a landing page.

Our �ndings provide new insight for the design of SERPs, such as
informing under which situations web-based information retrieval
systems should show an answer module, and have a number of im-
plications. First, we showed that the presence of the answer module
on the SERP has a stronger impact on the search metrics than the
content of the module. In particular, we observed a decrease in the
number of clicks issued and the duration of search sessions when
an answer module is present on the SERP, even when the displayed
module contains a poor answer. This points at the importance of
the answer module triggering problem. That is, deciding when to
display the answer module should be considered a problem at least
as important as deciding what to display in the module. Second,
as demonstrated by our eye-tracking experiments, we observed in-
creased user engagement with the multi-answer module, compared
to the single-answer module. This implies that users are willing to
inspect more direct answers before they start inspecting potentially
longer landing pages. Interestingly, none of the major commercial
search engines currently support multi-answer modules in their
SERP designs, and this remains as a potential venue for exploration.
Third, we observed a signi�cant decrease in the number of tradi-
tional search results inspected by users when the answer module is
present, i.e., users do not go too deep in search result lists. This may
imply that the presence of the answer module calls for di�erent
SERP designs. For example, the search engine may display fewer
search results to users, allocating the available space to other kinds
of assets, such as advertisements, question suggestions, or other
vertical search results.

As with any research, there are potential limitations to our ex-
periments. First, the answer modules shown in commercial search
engines usually include a combination of text, images, and links.
The answer modules displayed in our study contain only textual
information. Second, although we conducted two warm-up search
tasks, the participants may have had a bias to explore the direct
answer module more as this is a relatively novel interface. Third, to
control the answer quality, the interaction of participants with the
search interface was limited in certain ways. For example, although
the participants could interact with the search results freely, they
were not allowed to reformulate their queries.

Our results reveal certain user behavior not observed in pub-
lished literature. In the future, we plan to study user behavior
further, examining a more dynamic search setup. We believe such
studies can provide a better understanding of users’ answer-seeking
process and provide new insights for SERP design.
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