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ABSTRACT
Taking a user-centric approach, we study the features that render
an answer to a non-factoid question useful in the eyes of the person
who asked that question. An editorial study, where participants
assess the usefulness of the answers they received in response
to their questions, as well as 12 different aspects associated with
the answers, indicates considerable correlation between certain
aspects such as relevance, correctness, and completeness with the
user-perceived usefulness of answers. Moreover, we investigate the
effectiveness of some commonly used answer quality measures,
such as ROGUE, BLEU, METEOR, and BERTScore, demonstrating
that these measures are limited in their ability to capture the as-
pects of usefulness and have room for improvement. The question
answering dataset created in our work is publicly available.
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1 INTRODUCTION
In information retrieval, the quality of a retrieved result document
for a given query is usually modeled as a combination of certain
aspects of the query and the document, such as the relevance of
the document to the query, the popularity of the document, and
the importance or authority of the document’s source. However,
in the context of question answering, where a more direct answer

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
CHIIR ’21, March 14–19, 2021, Canberra, ACT, Australia
© 2021 Association for Computing Machinery.
ACM ISBN 978-1-4503-8055-3/21/03. . . $15.00
https://doi.org/10.1145/3406522.3446028

is retrieved for a given question, the aspects that determine the
perceived usefulness of an answer may be different. In particular,
non-factoid questions present a greater challenge since the useful-
ness of an answer may depend on the intent of the question.

In this work, we aim to identify the constituents of a high-utility
answer in non-factoid question answering, i.e., the aspects that
render an answer given to a non-factoid question useful for the
question asker. To this end, we first create an initial taxonomy of as-
pects that may correlate with answer utility, based on an inspection
of a sample set of questions and corresponding answers generated
in a small-scale editorial study. The initial taxonomy was refined
further in a number of steps, resulting in a final set of 12 aspects,
which we use to capture the usefulness of a given answer.

Having created our aspect taxonomy, we conduct a multi-step
editorial study, involving question/answer generation and useful-
ness/aspect assessment steps. In the question generation step, all
participants act as askers and generate questions of different cat-
egories. In the answer generation step, we obtain answers to the
generated questions from two different answer sources: participants,
who act as answerers, and a commercial web search engine. Finally,
in the usefulness/aspect assessment step, the askers assess the use-
fulness of the answers they received. Moreover, every answer is
associated with 12 aspect labels. Using the labels attained through
this editorial study, we measure the correlation between the aspects
in our taxonomy and the perceived usefulness of answers.

The main contributions of our work are the following:

• Proposing a taxonomy of aspects to capture the usefulness
of an answer in the question answering process.

• Conducting an editorial study to create a labeled dataset,1
to investigate the correlation between various aspects of
answers and their perceived usefulness.

• Assessing the effectiveness of four commonly used answer
quality measures (ROUGE [11], BLEU [16], METEOR [2],
and BERTScore [26]) in capturing the usefulness of answers.

We address the following research questions:

• RQ1 [Constituents of perceived usefulness]: What makes an
answer useful in the eyes of the asker? Which aspects play
the most important role in capturing usefulness?

1Dataset is available at https://github.com/barla/AnswerUtilityDataset.
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• RQ2 [Impact of attributes]: Is usefulness affected by certain
attributes? Do attributes like a question’s importance to the
asker, or the answerer’s interest in the question play a role?

• RQ3 [Human versus system answers]: Are system-generated
answers on a parwith human answers in terms of usefulness?
What makes a human answer different from an answer given
by a state-of-the-art question answering system?

• RQ4 [Answer quality measures] Are commonly used answer
quality measures able to capture the usefulness of an answer
completely? Do they capture all aspects of usefulness or are
they biased towards a subset of them?

Some of our selected findings are as follows:
• Relevance, correctness, completeness, and comprehensive-
ness are the most important four aspects, having relatively
high correlation with the perceived usefulness of answers
given to non-factoid questions.

• Askers assess the usefulness of answers mainly based on
the answer itself, while attributes such as the question’s
importance and perceived difficulty to the asker, or certain
attributes of the answerer do not play an important role.

• Advanced result snippets in commercial web search engines
are perceived as superior to human answers, on average.
Such snippets are observed to capture the important aspects
of usefulness very well.

• Popular answer quality measures have weak correlation with
important aspects and, in turn, the perceived usefulness of
answers, indicating substantial room for improvement.

The rest of the paper is organized as follows. In Section 2, we
present our aspect taxonomy. Section 3 details the conducted edito-
rial study. Our results are presented in Section 4. Section 5 provides
a survey of the related work. The paper is concluded in Section 6.

2 ASPECTS OF ANSWER UTILITY
To initiate our understanding of what makes an answer useful, we
devised a taxonomy of aspects as potential indicators of usefulness.
First, a draft taxonomy was created, involving more than a dozen
aspects suggested by the authors and extended by reviewing as-
pects used in other problem domains, such as online news [1] and
community question answering (CQA) [22]. Then, a test study was
conducted among the authors to assess the value of each aspect
in capturing usefulness. The study involved 30 question/answer
pairs generated by the authors. The contribution of each aspect to
the perceived answer utility was assessed and certain aspects were
removed from the taxonomy. For example, some sentiment-related
aspects were removed as they were not observed to have any ef-
fect. Aspects about the source of answers, such as reputability and
authoritativeness, were also removed since assessing these aspects
would require sharing participant details in the actual editorial
study. The final taxonomy includes the 12 aspects shown in Fig-
ure 1, where the aspects are grouped under four headings. Below,
we provide a brief description of each aspect (“The answer is . . . ”):

(1) relevant as it is about the subject of the question.
(2) correct as it contains an accurate response to the question.
(3) complete as it covers every aspect of the question.
(4) comprehensive as it contains detailed information.
(5) brief as it does not contain redundant information.

Answer utility 
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Figure 1: Aspects of answer utility.

(6) coherent as it does not contain inconsistent statements.
(7) serendipitous as it contains some unexpected but positively

surprising information.
(8) original as it is not taken from another source.
(9) readable as it is fluently written.
(10) referencing additional information sources.
(11) factual as it is based on things that are known to be true.
(12) fair as it is free of any kind of bias.
We note that, although some of the aspects seem similar at first

sight, they are semantically different. For example, comprehensive-
ness differs from completeness in that an answer may cover every
aspect of the question, but to different levels of detail. Similarly,
factuality differs from correctness since the correctness of some fac-
tual answers may be disputed (e.g., consider the question–answer
pair “Do aliens exist?”, “Aliens do not exist. No space agency has
released evidence about their existence.”).

3 EDITORIAL STUDY
The editorial study was conducted with 12 participants, who were
hired online through a participant database of a university. Before
the study, an information sheet was given to the participants, ex-
plaining the details of the study. All participants signed a consent
form, declaring that they fully understood the purpose of the study
and agreeing that their non-identified data can be used. All com-
munication with the participants was performed online, via email.
Assessments were carried out using spreadsheets that the study
coordinators provided to the participants. Participants completed
pre-study and post-study questionnaires, which collected partici-
pant information and feedback, respectively. At the end of the study,
each participant was compensated with a gift voucher valued at
$500 (AUD). The study was reviewed and approved by the Human
Research Ethics Committee of RMIT University.

The study involved three main tasks: (i) question generation
and labeling, (ii) answer generation and labeling, and (iii) aspect
labeling. In the first task, each participant acted as an asker and
generated a number of questions that were used in the subsequent
steps of the study. In the second task, each participant acted as an
answerer and generated answers for questions received from an
asker. Concurrent to this task, additional “system” answers were
retrieved from the Google web search engine. In the third task, all
answers were returned to the askers of respective questions, and
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Figure 2: Editorial study workflow: Q is a question; H and S
are human and system answers, respectively; and L are label
sets obtained using Q, H, and S.

then the askers labeled the various aspects of every answer they
received for their questions, both human- and system-generated.
The workflow of the editorial study is illustrated in Figure 2.

3.1 Pre-study Questionnaire
The participants were asked to provide information about their
age, gender, English fluency, education level, area of expertise, and
computer proficiency. Participant age ranged from 18 to 57, with
an average of 32. There were more female participants (f=10, m=2),
but we do not expect this to affect our results substantially. Ten of
the participants were native speakers of English, while two were
proficient. Three participants had a master’s degree, five had a
bachelor’s degree, one had a graduate certificate, and three had a
high school degree. The expertise areas of the participants were
quite varied (marketing, engineering, education, graphic design,
communication, linguistics, financial planning, arts, economics,
accounting). Ten participants said they use a computer many times
everyday, and two said they use a computer once a day.

3.2 Task 1: Question Generation and Labeling
The participants (askers) were first presented with a non-factoid
question intent taxonomy containing six categories (how to,
cause/effect, description, comparison, advice, and debate). The tax-
onomy was developed by the authors and validated through crowd-
sourcing studies.2 The categories were explained to the askers in
detail, together with a sample set of question patterns for each
intent category. They were then asked to select four questions from
their recent search history, i.e., queries they previously submitted
to a web search engine, for each category, as well as four additional
factoid questions to enable comparative analysis. Thus, each asker
generated 28 questions in total.

The askers were requested to provide well-formed questions that
start with a question word and end with a question mark. The scope
of the questions was not constrained, but the askers were instructed
to refrain from providing private questions that may reveal their
identity or contain confidential or sensitive information. They were
allowed to convert short, keyword-based queries in their search
history into well-formed questions. They were also allowed to
create new questions if no suitable question was found in their

2We leave the description of the taxonomy as a future work.

Table 1: Distribution of the labels from askers

Statistics Labels
Criteria 𝜇 𝜎2 0 1 2

Question importance 0.80 0.73 0.38 0.43 0.19
Pre-search difficulty 0.80 0.65 0.33 0.54 0.13
Post-search difficulty 1.60 0.56 0.05 0.30 0.65

search history. Of the 336 questions generated, 63.1% came from
the askers’ search history and the remaining 36.9% were created.

Generated questions were reviewed by the study coordinators.
About 12.8% of the provided questions were found to have issues:
the majority were not in correct intent categories; some were not
well-formed; and, one question was a duplicate. Another iteration
was performed with the askers to fix or replace those problematic
questions. The askers were then requested to assess the following
for each of their questions using a three-point scale:

(1) Question importance: How important is/was it for you to get
a useful answer to this question: not important (0), somewhat
important (1), very important (2)?

(2) Pre-search question difficulty: How likely do you think it
is for a human to provide a useful answer to this question
without consulting any information source: not likely (0),
somewhat likely (1), very likely (2)?

(3) Post-search question difficulty: Consider a human who is
not able to provide a useful answer to this question before
consulting information sources about the answer. How likely
do you think it would be for that human to provide a useful
answer after consulting some information sources: not likely
(0), somewhat likely (1), very likely (2)?

The difficulty of a question was assessed in two parts as pre-
search and post-search question difficulty, where the former aimed
to capture the inherent complexity and knowledge requirement of
the question, while the latter aimed to capture the availability and
accessibility of information sources that can be used to answer the
question. During the labeling, askers were not allowed to consult
any information source to prevent a bias in assessment of pre-search
and post-search difficulty. Throughout the study, an information
source was defined as an offline (e.g., a hard-copy book, a real-
life friend) or an online (e.g., a web search engine, a community
question answering site, a social media application) resource that
could be used to seek a useful answer to a given question.

According to Table 1, 19% of the questions were deemed “very
important” by their askers, while questions that were deemed “not
important” were about two times more common. The low frequency
of “very important” questions is potentially due to questions that
did not come from askers’ search history, but were instead gen-
erated artificially. Indeed, when we take the question source into
account (not shown in the table), we observe that the number
of “very important” and “not important” questions each constitute
about one-fourth of askers’ search history. On the other hand, “very
important” questions are seven times less common than “not im-
portant” questions within the set of artificially generated questions.

In Table 1, one-third of the questions are seen (pre-search) as “not
likely” to receive a useful answer, and only 13% of the questions
are seen as “very likely” to receive a useful answer. The mean
value for the estimated pre-search useful answer likelihood is 0.80,



Table 2: Distribution of the labels from answerers

Statistics Labels
Criteria 𝜇 𝜎2 0 1 2

Answerer’s interest 0.77 0.71 0.39 0.44 0.16
Answerer’s knowledge 0.52 0.70 0.60 0.27 0.12

which indicates that the generated questions tend to be perceived as
difficult, on average. The distribution of post-search labels are quite
different to pre-search labels. The askers believe that only 5% of the
questions are “not likely” to receive a useful answer, while about
two-thirds are “very likely” to get a useful answer. This may be a
sign of the participants’ confidence in the wide-spread availability
and easy accessibility of online information.

3.3 Task 2: Answer Generation and Labeling
Each set of 28 questions generated by an asker was provided to
another participant (answerer), who was requested to come up
with answers to the questions they received. The answerers were
allowed to consult any information source they wanted. No lower
or upper bound was set on the length of the answers they could
provide (e.g., their answers could contain a few words or multiple
paragraphs). However, they were told that, when providing their an-
swers, the main objective was to come up with answers that can be
useful to the person who asked the respective questions. They were
also asked to provide the answers in their own words. They could
paraphrase or summarize information they acquired from other in-
formation sources or expand it with their own knowledge, but they
were not allowed to copy and paste content from online sources.
Before answering any question assigned to them, the answerers
provided the following information for every question:

(1) Answerer’s interest: How interested would you be in getting
an answer to this question: not interested (0), somewhat
interested (1), very interested (2)?

(2) Answerer’s knowledge: How likely are you to give a useful
answer to this question without consulting any information
source: not likely (0), somewhat likely (1), very likely (2)?

According to Table 2, the answerers were “very interested” in
only a small portion of the questions they received (roughly, one out
of every six questions). However, they were “moderately interested”
or “very interested” in 60% of questions, an encouraging sign of
participants’ engagement in the study. Regarding their knowledge
about the question, the answerers felt that they were “not likely”
to provide a useful answer for the majority of the questions (60%),
while they claimed that they were “very likely” to provide a useful
answer for only 12% of the questions. The latter value is very close
to the percentage of questions (13%) that were predicted by the
askers as “very likely” to receive a useful answer (see the discussion
associated with Table 1 in Section 3.2). However, when the two
tables are compared, we also observe that the askers were more
optimistic regarding the percentage of questions that were “not
likely” to receive a useful answer (33% versus 60%).

After answering their questions, the answerers assessed the
usefulness of their answers (“How useful do you think the answer
you provided will be for a person who asks the corresponding
question?”) using a 5-point scale: not useful (0), slightly useful (1),

Table 3: Distribution of the labels assigned by the answerers
regarding the estimated usefulness of their answers

Statistics Labels
𝜇 𝜎2 0 1 2 3 4

Usefulness 2.36 1.18 0.06 0.20 0.29 0.25 0.21

Table 4: Sorted list of answer sources used by answerers

Answer source Frequency

Search engine result page 0.38
Myself (answerers themselves) 0.27
Other website (excluding CQA and news websites) 0.23
News website 0.04
Community question answering website 0.04
Another person 0.02
Mobile or desktop application 0.01
Offline resource 0.01
Personal assistant 0.00
Other resource (excluding any resource above) 0.00

moderately useful (2), useful (3), very useful (4). Table 3 reports the
distribution of labels for usefulness estimated by the answerers. We
observe the distribution to be relatively balanced with the exception
of the “not useful” label, assigned to only 6% of answers.

Finally, the answerers also stated which information source they
mainly used when generating each answer (myself/another per-
son/offline resource (e.g., a hard-copy book)/personal assistant (e.g.,
Alexa)/mobile or desktop application (e.g., Calendar)/search en-
gine result page (e.g., Google)/community question answering web-
site (e.g., Quora)/news website (e.g., CNN)/other website/other re-
source). They were instructed to select the “search engine result
page” option only if the answer was available somewhere on the
displayed search engine result page. They were asked not to select
this option when the search engine’s only role was to facilitate
navigation to a website that actually provided the answer.

Table 4 shows the frequency distribution of resources used by
the answerers. The great majority of the answers are obtained from
three main sources: a search engine result page; the answerers
themselves; or, a website excluding CQA and news websites). Inter-
estingly, no participant obtained their answers from a personal as-
sistant, despite their increasing usage in homes and mobile phones.
Also, no participant selected the “other resource” option, indicating
that the options we have provided in the study had an extensive
coverage of resources that can be used in question answering.

Concurrent to answer generation, we obtained a single “system”
answer for each of the 336 questions we have. To this end, we sub-
mitted questions to Google as queries and extracted answers from
three different modules on the retrieved search engine result pages
(SERP): featured snippets module (FSM), knowledge-base module
(KBM), and search result module (SRM). Example answers extracted
from these modules are shown in Figure 3. We considered all search
verticals that present information pulled from knowledge bases,
structured databases, or internal lexicons (e.g., the dictionary mod-
ule) as part of KBM. All answers were scraped manually to prevent
erroneous query rewriting, occasionally performed by Google.
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Figure 3: Three types of system answers extracted from
Google for the query “What was the Battle of Hastings?”.

In the case of SRM, the top result snippet in the module formed
our answer. This module was always available on the SERPs we
scraped, but it usually provided low-quality answers. Therefore, we
extracted the answer from the SRM module as a last resort option,
only when the FSM and KBMmodules were both unavailable on the
SERP. When the FSM and KBM modules were available at the same
time (this was rather uncommon), we prioritized FSM over KBM for
answer extraction. This way, we obtained a single system answer
for each question in our sample. FSM, KBM, and SRM contributed
57%, 11%, and 32% of our system answers, respectively.

3.4 Task 3: Aspect Labeling
In this final task, the askers were provided with two different an-
swers (a human answer and a system answer) for each of the 28
questions they have previously generated, forming 56 question–
answer pairs in total. The askers were then requested to assess the
usefulness of the answers they received (“How useful do you think
the provided answer is from your point of view?”) using a 5-point
scale: not useful (0), slightly useful (1), moderately useful (2), useful
(3), very useful (4). During the assessment of usefulness, they were
allowed to consult any information source, except for Google, since
the system answers they received had been retrieved from Google.

Table 5 shows the distribution of the labels assigned by the askers
regarding the usefulness of answers they received. According to the
mean values reported in the table, the askers seem to find human
answers slightly more useful than the system answers. However, as
we will see later in Section 4.3, this observation is somewhat mis-
leading since the usefulness of system answers show high variation
depending on which module the answer was retrieved from.

Finally, the askers assessed the aspects for each of the answers
they received. They were presented with the 12 statements given
in Section 2 and declared their agreement using a 5-point scale:
strongly disagree (0), disagree (1), neither agree nor disagree (2),
agree (3), strongly agree (4). The order of questions was randomized
before they were assessed. The participants were suggested to take
a short break after completing the labeling of each aspect.

Table 5: Distribution of the perceived usefulness labels as-
signed by the askers for human and system answers

Statistics Labels
𝜇 𝜎2 0 1 2 3 4

Human 2.47 1.25 0.10 0.14 0.20 0.33 0.24
System 2.33 1.47 0.18 0.15 0.14 0.25 0.29
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Figure 4: Mean values of different aspect labels.

3.5 Post-study Questionnaire
The participants filled out a post-study questionnaire to let the
study coordinators know about their overall experience with the
study (satisfied/neutral/unsatisfied), whether they found the study
challenging (easy/medium/difficult), and whether the compensa-
tion amount was fair (should be less/fair/should be more). Of the
12 participants, 10 were satisfied with the study and two were neu-
tral. Three participants found the study easy, while seven found
it medium difficulty and two found it difficult. Finally, the great
majority of the participants found the compensation amount fair,
while two participants felt that the amount should have been less.

4 RESULTS
Each of the following four sections addresses one of the research
questions raised in Section 1. For correlation analysis, Spearman’s
rank correlation [13] is used since the data is ordinal. The result
tables indicate statistical significance for a standard test of the null
hypothesis that the correlation is zero. We apply the Bonferroni
correction to the 𝑝-values to account for multiple hypothesis tests.
When we compare correlation coefficients with each other, we fol-
low themethod described byMyers and Sirois [14], who use Fisher’s
z-transformation for correlation coefficients and then test the null
hypothesis that 𝜌1−𝜌2 =0. When referring to the strength of the
correlation values reported in the tables, we adopt the scale and ter-
minology used by Prion and Haerling [17]: [0.00, 0.20) (negligible),
[0.20, 0.40) (weak), [0.40, 0.60) (moderate), [0.60, 0.80) (strong), and
[0.80, 1.00] (very strong). The labels obtained from the answerers
and askers regarding the usefulness of answers are referred to as
the estimated and perceived usefulness, respectively.

4.1 RQ1: Constituents of Perceived Usefulness
To analyze the impact of various aspects on the perceived usefulness
of answers, we display the mean values of each aspect for different
levels of usefulness, using radar graphs in Figure 4.We also compute
the correlation values between the aspects and perceived usefulness.



Table 6: Correlations between the perceived usefulness and aspects of answers (non-factoid questions)

Aspects Perc.
Compl. Rele. Compr. Corr. Cohe. Fact. Read. Brev. Fair. Sere. Refe. Orig. usef.

Completeness 0.67** 0.66** 0.65** 0.52** 0.52** 0.42** 0.50** 0.41** 0.27** 0.09 0.11 0.65**
Relevance 0.49** 0.59** 0.5** 0.44** 0.35** 0.47** 0.34** 0.32** −0.02 0.15* 0.65**
Comprehens. 0.55** 0.45** 0.46** 0.40** 0.34** 0.41** 0.29** 0.21** 0.01 0.63**
Correctness 0.55** 0.58** 0.40** 0.45** 0.47** 0.26** −0.04 0.01 0.60**

Coherency 0.46** 0.62** 0.52** 0.43** 0.33** 0.03 0.13 0.51**
Factuality 0.43** 0.33** 0.57** 0.13 0.02 −0.03 0.47**

Readability 0.39** 0.39** 0.23** 0.04 0.13 0.37**
Brevity 0.38** 0.13 0.10 0.14* 0.37**
Fairness 0.14* −0.07 −0.07 0.33**
Serendipity 0.07 0.14 0.26**

Referencing 0.33** 0.08
Originality 0.08
* significance level 𝑝 <0.000641, ** significance level 𝑝 <1.282e−05. (Bonferroni corrected from 𝑝 =0.05 and 𝑝 =0.001, 78 tests)

Table 7: Correlations between the perceived usefulness and aspects of answers (factoid questions)

Aspects Perc.
Rele. Corr. Compl. Fact. Sere. Cohe. Fair. Compr. Orig. Read. Brev. Refe. usef.

Relevance 0.65** 0.69** 0.44** 0.18 0.42* 0.45** 0.28 0.27 0.32 0.47** −0.16 0.55**
Correctness 0.61** 0.48** 0.18 0.47** 0.44** 0.25 0.20 0.35* 0.41* −0.16 0.53**
Completeness 0.42* 0.18 0.45** 0.48** 0.46** 0.08 0.36* 0.26 −0.19 0.52**
Factuality 0.11 0.56** 0.57** 0.46** 0.06 0.43** 0.43* −0.01 0.43*

Serendipity 0.11 0.04 0.32 0.23 0.03 −0.18 0.27 0.36*
Coherency 0.55** 0.29 0.06 0.73** 0.42* −0.23 0.34
Fairness 0.20 0.20 0.39* 0.55** −0.19 0.31
Comprehens. −0.16 0.24 0.03 0.23 0.28
Originality −0.14 0.20 0.25 0.23

Readability 0.30 −0.16 0.17
Brevity −0.08 0.13
Referencing −0.01
* significance level 𝑝 <0.000641, ** significance level 𝑝 <1.282e−05. (Bonferroni corrected from 𝑝 =0.05 and 𝑝 =0.001, 78 tests)

The computed values are reported in the right-most columns of
Tables 6 and 7 for non-factoid and factoid questions, respectively,
together with the correlation values between pairs of aspects. When
discussing the results in this section, we focus only on statistically
significant correlations and their significant differences (Bonferroni
corrected equivalent of 𝛼 =0.05 and 𝛼 =0.001, see table captions).

For non-factoid questions, relevance, completeness, correctness,
and comprehensiveness have all strong correlation with the per-
ceived usefulness, while coherency and factuality have moderate
correlation with it. Besides, the correlations of these four aspects
with usefulness are statistically significantly higher (𝑝 < 0.00076,
Bonferroni corrected from 𝑝 =0.05, 66 tests) than the correlation be-
tween any other aspect, except for coherency and factuality. Among
the 66 possible pairs of aspects, only four pairs are strongly corre-
lated, indicating that our taxonomy provides a diverse set of aspects
that are semantically different. Interestingly, the three of those four
pairs involve aspects that are strongly correlated with usefulness.
The moderate correlation between correctness and factuality justi-
fies our claim (see Section 2) that these two aspects are not identical.
Finally, the mean values displayed in Figure 4a indicate that an-
swers to non-factoid questions are generally perceived as useful

even when they are not original and not supported by references,
as long as some influential aspects are present. In the same figure,
we also observe that “not useful” answers are more likely to be
incomplete or less detailed than being irrelevant or incorrect.

For factoid questions, none of the aspects have a strong correla-
tion with usefulness, while relevance, correctness, completeness,
and factuality are the most prominent aspects having moderate
correlation with perceived usefulness. Comprehensiveness, which
is an important aspect for non-factoid questions, is absent in this
list, probably because most factoid questions are likely to be an-
swered satisfactorily with a phrase or a short sentence. In our data,
“useful” and “very useful” answers have a mean length of 134.1 and
252.2 characters for factoid and non-factoid questions, respectively
(Student’s 𝑡-test, 𝑡 =−5.68, 𝑝 <0.001), supporting this claim.

4.2 RQ2: Impact of Attributes
We next investigate whether certain attributes (importance and
pre-search/post-search difficulty of the question as judged by the
asker; answerer’s interest and knowledge about the question; or,
answer usefulness estimated by the answerer) play a role in the
perceived usefulness of answers. Intuitively, one may expect that



Table 8: Correlation of certain attributes with the perceived usefulness of answers and their aspects

Aspects Usefulness
Rele. Corr. Compl. Compr. Brev. Refe. Sere. Read. Cohe. Orig. Fact. Fair. Est. Perc.

Importance −0.11 −0.17 −0.14 0.00 −0.04 0.02 −0.05 −0.01 −0.06 0.00 −0.07 0.01 0.05 −0.05
Pre-search diff. 0.12 0.10 0.10 0.12 0.06 0.02 0.01 0.02 0.11 0.06 0.05 0.05 0.04 0.06
Post-search diff. 0.08 0.33** 0.13 0.11 0.19* −0.12 −0.20* 0.01 0.12 −0.18 0.24** 0.31** 0.24** 0.14
Interest −0.06 0.00 0.05 0.12 −0.12 −0.05 −0.03 −0.05 −0.13 −0.06 0.02 −0.04 0.18 −0.02
Knowledge 0.02 −0.02 0.11 0.20* −0.05 0.12 −0.1 −0.03 −0.08 0.01 0.09 0.01 0.04 0.06
Est. usefulness 0.27** 0.29** 0.30** 0.12 0.12 −0.22* −0.04 0.14 0.13 −0.18 0.32** 0.33** 1.00** 0.16
* significance level 𝑝 <0.000595, ** significance level 𝑝 <1.19e−05. (Bonferroni corrected from 𝑝 =0.05 and 𝑝 =0.001, 84 tests)

Table 9: Various statistics about the perceived usefulness of
human and system answers

Que. Ans. Human System
type type 𝜇h 𝜎2

h 𝜇s 𝜎2
s # 𝜇h−𝜇s

All

FSM 2.43 1.25 2.88 1.19 192 −0.44*
KBM 2.53 1.41 3.08 1.15 38 −0.55
SRM 2.53 1.21 1.07 1.21 106 1.46*
All 2.47 1.25 2.33 1.47 336 0.15

F

FSM 2.38 1.47 3.05 1.28 21 −0.67
KBM 2.74 1.63 3.53 1.07 19 −0.79
SRM 3.38 1.41 1.75 1.98 8 1.63
All 2.69 1.53 3.02† 1.45 48 −0.33

NF

FSM 2.44 1.23 2.85 1.18 171 −0.42*
KBM 2.32 1.16 2.63 1.07 19 −0.32
SRM 2.46 1.17 1.01 1.13 98 1.45*
All 2.44 1.20 2.21† 1.44 288 0.23

* sig. diff. btw. human/system 𝑝 <0.05 (Tukey HSD).
† sig. diff. btw. factoid/non-factoid 𝑝 <0.05 (Tukey HSD).

less difficult questions or questions which the answerer is interested
in or has knowledge about are easier to answer, and thus, they
should receive more useful answers. However, when we look at
the correlation values reported in Table 8, we observe all attributes
to have negligible correlation with perceived usefulness (although
none of the reported results are statistically significant). This is
probably due to the answerer’s ability to access a wide range of
information sources when answering the questions they received.
As an example, an answerer with little knowledge about a difficult
question may still come up with a useful answer to the question
after checking various information sources (112 out of 203 such
questions were found useful). It is also striking to see that the
usefulness of answers estimated by the answerers (the last row)
and that perceived by the askers have negligible correlation. This
implies that the answerers often could not accurately identify what
a useful answer would look like in the eyes of the asker.

4.3 RQ3: Human Versus System Answers
We compare human and system answers for two different sets
of questions (factoid and non-factoid). We further divide each of
these two sets into three groups, depending on which module on
Google’s SERP the corresponding answer was extracted from: fea-
tured snippet module (FSM); knowledge-base module (KBM); and,
search result module (SRM). In Table 9, we report the mean and
standard deviation for the perceived usefulness of human and sys-
tem answers, separately, for each question group. We also show

the difference between the mean values for perceived usefulness of
human and system answers in the last column.

In Table 9, the reported differences for KBM answers do not show
statistical significance for factoid or non-factoid questions, poten-
tially due to small sample sizes (reported in the seventh column
of the table). Hence, we do not analyze and discuss these results
further. Focusing on non-factoid questions only, we observe that
the FSM answers are perceived as more useful than human answers
on average (the difference of means is -0.42). On the contrary, the
SRM answers are perceived as somewhat less useful than human
answers (the difference of means is 1.45). When we compare the
mean values for factoid and non-factoid question sets, we see that
the system answers given to factoid questions are perceived as sta-
tistically significantly more useful (3.02 versus 2.21), while there is
no statistically significant difference in the case of human answers
(2.69 versus 2.44). This may imply that modern search engines are
effective in answering factoid questions, but non-factoid questions
have room for improvement.

Figure 5 compares the mean values of aspects for human and
system answers. Since the KBM answers have a small sample size
and have similar quality to the FSM answers, we combine the two
sets in our analysis (Figures 5a and 5b). We display the mean values
for SRM answers only for non-factoid questions (Figure 5c) since
we have just eight factoid questions with an SRM answer.

According to Figure 5a, the FSM/KBM answers given to non-
factoid questions are seen as relatively more complete, compre-
hensive, and serendipitous than human answers. However, human
answers are perceived as more original (recall that the answerers
had been instructed to avoid copying text from online sources).
According to Figure 5b, the mean values associated with the SRM
answers are lower than those of human answers, for all aspects.
The largest difference is observed in the completeness and readabil-
ity aspects. This is manly because most search result snippets are
created by concatenating partial sentences extracted from different
parts of a web page. Finally, according to Figure 5c, the main differ-
ence between the human answers and FSM/KBM answers given to
factoid questions is in the amount of provided information. While
human answers are brief, FSM/KBM answers are more comprehen-
sive and serendipitous. Also, it appears that it was more difficult
for participants to distinguish the originality of the answers.

4.4 RQ4: Answer Quality Measures
ROUGE [11], BLEU [16], METEOR [2], and BERTScore [26] are
some commonly used measures for evaluating the quality of ques-
tion answering systems. These measures yield a quality score for a
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Figure 5: Mean values of aspect labels for human and system answers.

Table 10: Correlations of quality measures with the perceived usefulness of answers and their aspects

Aspects Perc.
Rele. Corr. Compl. Compr. Brev. Refe. Sere. Read. Cohe. Orig. Fact. Fair. usef.

ROUGE-L 0.36** 0.41** 0.31** 0.27* 0.35** −0.11 0.19 0.25* 0.29* −0.03 0.28* 0.23* 0.34**
ROUGE-1 0.37** 0.42** 0.31** 0.30** 0.33** −0.12 0.22 0.26* 0.32** −0.08 0.26* 0.23* 0.39**
ROUGE-2 0.33** 0.44** 0.28* 0.28* 0.35** −0.06 0.19 0.22 0.28* −0.08 0.28* 0.25* 0.31**
BLEU 0.36** 0.43** 0.33** 0.37** 0.26* −0.07 0.27* 0.19 0.23* −0.16 0.29** 0.24* 0.38**
METEOR 0.35** 0.40** 0.28* 0.23* 0.40** −0.09 0.15 0.27* 0.31** 0.03 0.25* 0.28* 0.34**
BERTScore 0.33** 0.42** 0.36** 0.32** 0.26* −0.13 0.19 0.25* 0.33** −0.06 0.31** 0.22 0.42**
* significance level 𝑝 <0.000641, ** significance level 𝑝 <1.282e−05. (Bonferroni corrected from 𝑝 =0.05 and 𝑝 =0.001, 78 tests)

given question, candidate answer pair by comparing the candidate
answer with a reference answer which is assumed to be a perfect
answer for the question. Herein, we aim to understand the effec-
tiveness of these measures in capturing the perceived usefulness of
answers, specifically focusing on non-factoid questions.

To obtain a sample set of questions with reference and candidate
answers, we adopt the following process: We first remove ques-
tions with no answers labeled as “useful” or “very useful”, leaving
216 questions (out of the 288 questions available). For each of the
remaining questions, we select one of the two answers (a human
and a system answer) associated with the question as a reference
answer. Here, we prefer “very useful” answers over “useful” an-
swers. The ties (about 20% of the remaining questions) are broken
by selecting the answer with the higher mean value computed over
all aspects. Of the 216 reference answers obtained, 116 are human
answers, and the remaining 100 are system answers. The answers
that are not selected in the process are used as candidate answers.
The reference answers are statistically significantly more useful
than the candidate answers, on average: 3.51 versus 1.92 (Student’s
𝑡-test, 𝑡 =17.6, 𝑝 <0.01).

We compute the four measures above using our reference and
candidate answers. Table 10 shows the correlation between the
computed measures and the perceived usefulness of answers. Ac-
cording to the table, all measures exhibit statistically significant, but
weak tomoderate correlationwith perceived usefulness, BERTScore
performing slightly better than the rest. Also, the measures are
observed to have relatively high correlation with the important
aspects identified previously (relevance, correctness, completeness,
and comprehensiveness). Finally, no measure’s correlation with an

aspect is statistically significantly different from the correlation of
another measure with the same aspect.

5 RELATEDWORK
Shah and Pomerantz [22] conducted a crowdsourcing study to
evaluate the quality of answers in CQA. They measured the correla-
tion between answers’ quality and 13 aspects, previously proposed
by Zhu et al. [28] (informative, polite, complete, readable, relevant,
brief, convincing, detailed, original, objective, novel, helpful, expert).
The study was somewhat inconclusive and reported no tangible
correlation between answer quality and the considered aspects. Fur-
thermore, a classifier was trained using the 13 aspects as features
in order to predict the best answers. The classifier was reported to
yield worse results than a naive majority class predictor.

Our work differs from the workmentioned above in several ways.
First, we focus on non-factoid question answering, instead of CQA,
i.e., the problem domains are not the same. Second, we conduct an
editorial study instead of a crowdsourcing study. This lets us work
closely with the participants and train them better for the tasks
at hand, in contrast to a crowdsourcing study involving loosely
coordinated and poorly trained workers. Third, the participants
in the setup of Shah and Pomerantz assess answers provided to
questions asked by anonymous people, while the participants in
our study assess answers given to their own questions, rendering
the study more realistic. Fourth, although there is a certain overlap
between the aspects used in the two works, our dependent variable
is the usefulness of answers, which is different from answer quality,
a relatively vague target. Finally, we report high correlation between
certain aspects and answer utility, unlike the work of Shah and
Pomerantz, reporting inconclusive results.



Another editorial study was conducted by Arapakis et al. [1] to
assess the quality of online news articles. They used 14 different
aspects to model the quality of news articles (fluency, conciseness,
descriptiveness, novelty, completeness, referencing, formality, rich-
ness, attractiveness, technicality, popularity, subjectivity, sentimen-
tality, polarity). Their problem domain as well as the considered
aspects differ from ours since there is no notion of questions and
answers in their problem context.

While some studies aim to understand what makes an answer
high quality, most of these studies focus on a limited set of as-
pects and are less comprehensive than ours. Lin et al. [12] inves-
tigated the optimal verbosity of answers (e.g., phrase, sentence,
paragraph, document) through a user study. Users were shown to
prefer paragraph-size answers, while the reliability of the answer
source and the size of the search task were not found to have a
significant effect on the optimal answer size. Hart and Sarma [6]
conducted a crowdsourcing study to investigate the impact of an
answerer’s social reputation and the verbosity of answers on the
perceived answer quality in CQA. They found that novice users are
likely to judge the quality of answersmainly based on some intrinsic
features of the answers, such as presentation and content, instead
of relying on social cues. Also, users are more interested in factors
such as thoroughness and conciseness instead of answer length.
Lee et al. [10] suggested that polite answers are more likely to be
perceived as high quality, pointing at a politeness bias. Fichman
[4] compared the answer quality of four different CQA websites
and found that retrieving answers from more sources yields more
complete and verifiable answers, but does not result in more ac-
curate answers. Qu et al. [18] conducted a crowdsourcing study
to observe the interaction of users with answers retrieved from a
non-factoid question answering system, showing that users react to
good and bad answers somewhat differently, and they can identify
good answers relatively fast.

Several works model high-quality answers using low-level fea-
tures extracted from questions, answers, and other sources. Fu et al.
[5] trained a model using 24 textual and non-textual features to
predict the quality of answers in CQA, and found that review and
user features are the most powerful indicators of a high-quality
answer, while the usefulness of content features vary depending on
the knowledge domain. Le et al. [9] used four different groups of fea-
tures (personal, community-based, textual, and contextual) to train
a model to determine what constitutes the quality of answers given
in the education domain. Shah [21] predicted best answers using a
model trained with features extracted from the interaction history
of askers and answerers. Yao et al. [25] focused on early detection
of high-quality question-answer pairs in CQA. Kucuktunc et al. [8]
showed that the best answers in the business domain tend to be
more neutral while those in the news domain are more positive in
terms of the sentiments expressed in the answers. Hashemi et al.
[7] designed a neural network architecture to predict the quality of
answers in non-factoid question answering systems.

Finally, a concurrent line of research exists in the context of
relevance modeling in information retrieval systems. These works
investigate the meaning of relevance and the aspects contributing
to it. Interested readers are referred to the works of Borlund [3], Xu
and Chen [24], Zhang et al. [27], and Saracevic [20].

6 CONCLUSION
This work investigated the impact of various aspects on the per-
ceived usefulness of answers in non-factoid question answering.
We found that the usefulness of answers is strongly correlated with
four aspects: relevance, correctness, completeness, and comprehen-
siveness. That is, when assessing usefulness, users care more about
the accuracy and detail, and less about the quality and objectivity
of answers. We note that the reported values are aggregates over
six non-factoid question intent categories. The importance of as-
pects may differ if we focus on a particular intent category (e.g.,
objectivity may become more prominent for “advice” questions).
We defer intent-level analysis to future work due to a lack of space.

There is negligible correlation between the perceived usefulness
of answers and certain attributes (e.g., the importance and difficulty
of the question according to the asker, or the answerer’s interest
and knowledge about the question). However, we believe that this
finding is interesting as it implies that the perceived usefulness is
much more about the answer itself, rather than the context sur-
rounding it. In this respect, our finding is in line with the work
of Hart and Sarma [6], who showed the limited role of social cues.

As another contribution, we provided a comparison of the
perceived usefulness of human and system answers. Our results
showed that system answers retrieved from Google’s featured snip-
pet and knowledge-base modules were perceived as more useful
than even human answers. This confirms the recent advances in
question answering systems and is in line with various online
challenges, where novel deep learning models are reported to out-
perform humans [15, 19, 23]. Finally, we found that BERTScore
slightly outperforms three commonly used answer quality mea-
sures (ROUGE, BLEU, and METEOR) in capturing the usefulness
of answers. In general, all four measures were observed to have
weak correlation with the most important aspects of usefulness,
indicating potential room for improvement.

Our work has several implications for question answering and
search systems in practice. First, while most existing systems focus
on answer relevance and correctness, we show that other aspects
such as completeness and comprehensiveness are almost equally
important. Although challenging, deciding the optimal verbosity
of answers displayed to users may have practical importance, espe-
cially for commercial web search engines, where multiple modules
(verticals, answers, search results, ads) compete for the limited space
on the SERP. Second, the weak yet surprisingly high correlation
between the usefulness and serendipity of answers given to factoid
questions hints at a potential improvement through the extension
of such answers with additional knowledge. Finally, our work illus-
trates the striking difference in the perceived usefulness of regular
result snippets displayed in web search results and more advanced
types of snippets, such as featured snippets and knowledge-base
snippets, commonly found on Google’s SERPs. This raises interest-
ing questions about the trade-off between the quality and cost of
snippet extraction algorithms used in practical search systems.
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