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Abstract. Considerable attention is being paid to methods for gather-
ing and evaluating comparable corpora, not only to improve Statistical
Machine Translation (SMT) but for other applications as well, e.g. the
extraction of paraphrases. The potential value of such corpora requires
efficient and effective methods for gathering and evaluating them. Most
of these methods have been tested in retrieving document pairs for well
resourced languages, however there is a lack of work in areas of less pop-
ular (under resourced) languages, or domains. This chapter describes the
work in developing methods for automatically gathering comparable cor-
pora from the Web, specifically for under resourced languages. Different
online sources are investigated and an evaluation method is developed to
assess the quality of the retrieved documents.
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1 Introduction

The Web contains a vast number of texts authored in a multitude of languages.
Crucially, some of these texts are available in multiple languages with varying
degrees of correspondences, ranging from parallel versions to describing similar
concepts or themes. Texts with a high degree of correspondence can be used
to improve Statistical Machine Translation (SMT) systems and work has been
undertaken in the past decade to develop methods to automatically retrieve such
texts in order to build parallel and comparable corpora. However, most of these
methods have only been tested in the context of retrieving document pairs for
well resourced languages. The performance and applicability of these methods
can differ significantly when they are applied to under resourced languages.
ACCURAT!, which stands for Analysis and evaluation of Comparable Cor-
pora for Under Resourced Areas for machine Translation, is an EU project which
aims to investigate the use of comparable documents when parallel corpora are
not readily available. This project focuses on under resourced Eastern European

! http://www.accurat-project.cu/



2 Paramita, Guthrie, Kanoulas, Gaizauskas, Clough, Sanderson

languages, which include Croatian, Estonian, Greek, Latvian, Lithuanian, Roma-
nian and Slovenian. The aim of ACCURAT is to analyse the use of comparable
documents for under resourced languages in order to improve the performance
of machine translation. The work presented in this chapter is one of the tasks
in the ACCURAT project which specifically focuses on developing methods to
locate and download comparable documents from the Web.

In the ACCURAT project three levels of comparability have been used. The
first level (parallel corpora) represents parallel documents, which are direct trans-
lations, although minor language-specific variations are allowed. The second level
(strongly comparable) contains pairs of documents about the same topic or de-
rived from the same source. The third level (weakly comparable) represents
documents about different topics, but from similar domains or genres.

This chapter starts with a review of related research: previous retrieval ap-
proaches are detailed and assessed for their suitability for under resourced lan-
guages in Section 1. In Section 3, a series of novel approaches to retrieve compa-
rable documents and preliminary results from each Web source are discussed. In
Section 4, we describe our evaluation methods of the comparable corpora, which
are focused on measuring the effectiveness of the retrieval methods.

2 Literature Review

There has been a range of previous work related to the tasks of gathering or
identifying comparable corpora. The methods involved in the retrieval process
can be categorised into two major processes: Web crawling and alignment. The
use of Web crawling techniques is described in Section 2.1. The crawling process
results in a large collection of unaligned multilingual texts. Several methods are
then performed to identify comparable documents. These methods are described
in Section 2.2.

2.1 'Web Crawling

Many tools and approaches have been developed to build comparable corpora us-
ing techniques based on retrieval. For example, BootCat [6] retrieves documents
from a list of seed words. Outputs can then be used to bootstrap the process
by inserting more seed words to improve the recall of the document retrieval
stage. This approach assumes that the retrieved results are relevant and satisfy
the requirements of the query. Other approaches, on the other hand, perform an
evaluation to check the relevance of results. If relevant, the result is used to en-
hance some underlying language model, or included in the collection to generate
a query; otherwise, the results are not considered. This approach is referred to
as focused crawling [11] and is shown to retrieve relevant documents in narrow
domains more effectively than using general purpose crawlers.

Talvensaari et al. [41] implemented focused crawling using keywords as the
input seeds. In an approach that differed from BootCat, they did not specifically
look for relevant documents; rather they used the retrieval result to look for



Methods for Collection and Evaluation of Comparable Documents 3

websites that consistently produced top results over the majority of these queries.
These websites were seen as good resources for that particular domain and were
crawled to retrieve all documents within it. Language was detected using a simple
n-gram based algorithm [10].

Ghani et al. [19] implemented a different approach, which they call Corpus-
Builder. Instead of using query seeds, they used a set of documents previously
judged as relevant and non-relevant to a given query(or set of queries). To fo-
cus retrieval on documents of under resourced languages, in this case Slovenian,
they used Slovenian documents for the relevant documents and those from other
languages as the non-relevant documents. They investigated the performance of
several query generation methods; and found that an approach based on odds-
ratio resulted in the highest performance, compared to term frequency or random
sampling baselines. The odds-ratio of each word is calculated by using the prob-
ability of the word occurring in a relevant and non-relevant document. A further
difference of this method compared to others was that the query used both in-
clusion and negation of terms. Highest performance was obtained by using 3
positive and 3 negative keywords, each chosen based on the highest odds-ratio
score of the sets of relevant and non relevant documents. After each retrieval
operation, the first document was passed to a language filter. If this document
was identified to be in Slovenian, the set of documents was updated, and query
generation was performed again. In case the new document did not change the
query, the next ranking document in the result was taken as a result, and this
process was performed iteratively. This method managed to retrieve general cor-
pora from minority languages effectively.

2.2 Identifying Comparable Text

Given a large collection of unaligned multilingual texts, a range of approaches
have been used to align parallel documents or sentences automatically. For ex-
ample, [35] and [51] used the HTML structure and URL paths of documents
in order to find parallel texts on the Web. These approaches are language-
independent, however they are not applicable to retrieve comparable documents
since such documents do not always share the same URL paths or contain sim-
ilar HTML structure. Other approaches to align comparable documents require
a range of linguistic resources, from bilingual dictionaries, parallel corpora to
machine translation systems.

Dictionaries can be used in a straightforward manner to translate the words
(and phrases) in a document and these terms can be used as the query to an IR
system in the target language. However, ambiguity can be an issue if a word (or
phrase) has multiple interpretations, and therefore, translations. Problems also
occur when a word does not exist in the dictionary, i.e. out-of-vocabulary term.
To solve the latter problem, cognate matching can be used to identify the trans-
lation of a word (e.g. “colour” in English and “couleur” in French). However,
this method only applies for languages with the same etymological roots and
using the same writing system. If multilingual parallel corpora exist alignments
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can be computed and the resulting aligned texts can be used to build a statisti-
cal machine translation system. Unfortunately, this approach is computationally
expensive and still has to deal with the problem of out-of-domain vocabulary. In
addition, it can also be difficult to gather enough resources for machine transla-
tion because of the limited amount of parallel corpora available and accessible on
the Web, particularly for under resourced languages. Most parallel corpora only
cover a specific domain, such as law, which may cause problems with translation
as the system may perform poorly when used to translate documents from a
different domain [41].

Munteanu & Marcu [30] attempt to identify pairs of parallel sentences from
large collections of comparable news documents in several languages. They first
align corpora of Arabic and English news documents by building a query from
each Arabic document based on translating every word in the Arabic document
to English using a bilingual dictionary. The highest ranked 100 English docu-
ments were retrieved for each Arabic document. Documents published outside
of a specified time window from the Arabic collection were filtered out. Each
sentence in the Arabic document and those in each of the English documents
were paired, and certain features were evaluated in each sentence pair to identify
which sentences were parallel.

Argaw & Asker [4] aligned news articles in Amharic and English published
on the same date and occurring in the same place. This information is available
in the metadata of the articles. No lexical resources were used to translate the
words, instead [4] performed transliteration on the titles and calculated the edit
distance between words in the titles. Pairs of documents which scored above a
certain threshold were considered as comparable. Other approaches which have
been used to align documents are based on overlapping named entities [21] and
clustering documents [40].

Fung & Cheung [18] aligned non-parallel corpora by using parallel sentences
from bilingual corpora to retrieve new documents. These documents were likely
to have different topics and therefore not found by standard keyword searching on
the topic, named entities or dates. However, as they contained similar sentences
they tend to share similar terminologies which could be used as a source of
parallel data.

3 Retrieval of Comparable Documents

In this section, we describe new techniques that have been used to gather com-
parable documents from the Web. First, we identified different Web sources con-
sidered as promising sources of comparable documents, such as news, Wikipedia
and Twitter. The characteristics of each source were explored in detail to enable
retrieval methods to be created effectively. We then developed different retrieval
techniques to gather comparable documents from each source. Techniques which
we use to collect articles from news sites are described in Section 3.1. In Section
3.2, we focus on techniques to retrieve comparable documents from Wikipedia.
Techniques developed to extract data from Twitter are described in Section 3.3.
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3.1 News

News articles are continuously being published on the Web from news agencies
across the globe in a variety of languages. These news stories can be highly sim-
ilar, or even parallel across languages, because they are produced by the same
agency written from the same newswire feed (e.g. Associated Press, Press As-
sociation or Reuters) or simply because they are reporting the same topic or
story. The availability of large amounts of similar texts across languages makes
the news domain an extremely promising area in which to perform comparable
document mining. In this section we give an overview of our methods to au-
tomatically retrieve news data for the construction of comparable corpora. We
show how collections with aligned document pairs can be produced and that
these methods are useful for under resourced languages. We also show how it is
possible to dramatically decrease the number of documents that must be com-
pared using information retrieval and by using additional processing how it is
possible to increase the accuracy of the method.

Although there exists an abundance of news articles on the Web, and many
of these may be comparable in some way, identifying particular news articles
that are the most similar can, in practice, be problematic. For example, often
news stories are running stories rather than one-off events: they describe on-
going events that can proceed over the course of days, weeks, or even years with
many updates that have little difference in their focus or content. Take, for in-
stance, the March 2010 news article coverage of the Icelandic volcano eruptions.
News articles concentrated on a range of subjects: when eruptions occurred, the
drifting cloud of ash, the environmental impacts, and the assorted disruptions
to air travel. Many of the articles during this period are very similar and contain
pieces of overlapping information, so they could be considered weakly compa-
rable. However, a smaller subset of these documents may actually be nearly
identical in their focus and have a much stronger level of comparability. It is this
special subset of similar documents that we aim to identify and match as they
contain large sections of information that match across languages and are thus
the most useful for improving SMT systems.

We approach this problem of identifying comparable news documents as a
type of Cross-Language Information Retrieval (CLIR) task where the goal is
to find, for each news article in a certain language, news articles that report
the same information in other languages. Some articles may not have matching
information in one or more languages and for these articles we would either like
to identify articles that are close matches, if they exist, or else judge that the
article does not have a match. This setup requires that we perform the CLIR task
for a set of seed documents in one language (e.g. English) and find all matches
in the target language for each of these documents. This can be computationally
intensive, but it critically does not require us to perform the much more expensive
and impractical computation of comparing every document in one language with
every other document in another language, as long as we choose our method of
performing CLIR carefully.
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Cross-language information retrieval often involves translation of the query
into the target language before standard information retrieval in the target lan-
guage. This requires translation of every word (or phrase) in the query either
using a dictionary or using a machine translation system. The use of a dictionary
only allows for words (or phrases) to be translated independently and often gives
results that are unsatisfactory, since it is difficult to pick the correct translation
for a word due to ambiguity in both languages and limited context given the
short length of the query. Machine translation can be more accurate and sim-
pler, but is computationally expensive and requires parallel corpora for training
the system. Both of these methods are not very suitable for languages where
few electronic resources are available, which is one of the focus areas for our
method of gathering comparable corpora. We instead adopt an approach that
uses only limited language resources by making use of the unique properties of
news articles.

We make use of a useful feature of news articles: the high frequency of proper
nouns, such as people, places and organizations. News articles often contain a
large number of such entities and identifying them and classifying them as to
their type is a well-established problem called Named Entity Recognition (NER)
and can be performed with high accuracy [20] [47] [2]. We make use of these
entities to query for documents that may be comparable. For this purpose it is
not necessary to perform the full Named Entity Recognition task, as the class of
these entities is not needed. It is only important to extract these entities from
every news article and not label them with their semantic category (e.g. person,
place, organization, etc.).

We also exploit the fact that news articles typically have dates associated
with them: possibly the date the story was written, the date of some event, or
the date it was published to the Web. We propose to make use of a search method
that uses the date articles are published to the Web. Publication date is available
for every document and does not have the resolution issues associated with dates
found in the article, which can refer to past or future events. Making use of these
dates allows us to significantly reduce the search space for documents. Instead
of performing a CLIR search over all similar news documents on the Web, we
search only the news documents published at the same time or within a few days
of each other. It seems very likely that limiting the search increases the precision
of the search because similar articles will have been written at similar times.
It has been shown in previous work that even with these restrictions it is still
possible to obtain a large collection of results [31][16]. The process we developed
to retrieve news documents is represented in Figure 1 and details involved in
each process are described in more details in the following sections.

3.1.1 Collecting Source Language Seeds To build this large collection of
comparable text we first gathered collections of news articles in English that we
believed likely to have comparable documents in some other project languages.
We make use of News Explorer to identify these popular news articles. News
Explorer (http://emm.newsexplorer.eu/NewsExplorer/), developed at the Eu-



Methods for Collection and Evaluation of Comparable Documents 7

Fig. 1. Retrieval Process of News Documents
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ropean Commission’s Joint Research Centre (JRC), is a tool for multilingual
news gathering, analysis, and exploration. News Explorer monitors news from
approximately 1,500 news portals worldwide. We gathered popular news arti-
cles by collecting the top 15 news stories in newsexplorer.com for every day
from January 2008 to November 2010. These stories have the most news cover-
age for that day (across languages) according to NewsExplorer. Other English
collections were gathered from more focused sources in order to target specific
languages, for example, a collection of all news stories from the Romanian Times
(www.romaniantimes.com) newspaper which covers local news relevant to Ro-
mania, but is written in English. These articles were then post processed to
extract only the main news story. We disregard any very short articles whose
cleaned text is less than 1,600 characters long. For each article we store the orig-
inal HTML page, the date it was published, and the cleaned main text from the
web page. In total, 29 million words of cleaned English text was gathered. The
exact sizes of the corpora and their sources are shown in Table 1.

Table 1. Size of English Documents Seeds

Corpora Source Size in Words (Excluding Markup)

Athens News 4,984,796
Baltic Times 3,307,234
Croatian Times 355,809
NewsExplorer 7,589,978

Nine O’Clock (Romanian) 13,150,159
Romanian Times 196,426

TOTAL 29,584,402
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3.1.2 Named Entity Extraction Our method works by taking every news
document in one language (the source language) and extracting all proper nouns
and the date the article was published. We then use these entities to perform
a search over all documents in the target language published within two days
of the source document. To increase the recall of results we do not use all en-
tities that occur in the document, but instead choose only the top n most fre-
quent entities. This procedure works well when searching languages with similar
writing systems, as these named entities are often written exactly the same
across languages with no translation. Some entities are written slightly differ-
ently across languages even with the same writing system, for example, Bas-
escu, the president of Romania, is often written in English without the breve as
Basescu. In languages with very different writing systems, often either transla-
tion or transliteration occurs. Google has a transliteration tool available online
(http://www.google.com/transliterate/) with an APT available to programmers,
but in tests this tool did not perform particularly well on proper names. Instead
we can achieve much better translation of named entities by making use of re-
sources specifically generated for entities that have had the benefit of human
involvement.

3.1.3 Named Entity Translation We then implemented methods to make
use of this collection of English documents by searching the web for all documents
in other languages that are likely to be comparable with each document in the
English collection. The basic method we developed was to identify all proper
nouns (entities) in each English document and use the most frequent of these
to search for comparable documents written in another language that contained
the same entities and were published within 5 days of each other. Specifically,
to find news articles comparable to an English article, D, in another language,
say L2, we first identify the 5 most frequent entities in D and then attempt to
translate them into L2 using one of 4 resources: Wikipedia, Google translate,
Bing translate, and NewsExplorer. We make use of the translations recourses
in the order listed and only use then next resource if no translation was found
(or the resource was unresponsive). Wikipedia is used by checking if the English
entity has a wikipedia entry with this title in English and if so we check to
see if there is a link to a Wikipedia article in L2 and use its title. We use
these translated entities to perform a focused search for News articles in the L2
language.

3.1.4 Web Search We make use of Google News to search once for every
document in our source language collection using the most common entities
from each source document and limiting the search to within two days of the
original source document. We propose to use the top five most frequent entities,
but this parameter can be tuned depending on the number of entities that occur
in the document and the level of recall required. The use of Google News search
allows us to dramatically reduce the search space for every document and with
this reduced set of documents we can perform a more exhaustive comparison
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to determine if they are likely to be comparable. We thus take the documents
returned by this search procedure to be a set of candidate comparable document
pairs and run additional tests to further limit this set.

An alternative to using Google News search is to use a fixed set of news sites
either by crawling and indexing all these sites (as mentioned previously), or
simply using this list of sites to restrict a Web search engine, like Google or Bing
to these domains. This would require having a fixed set of news sites and then
sending a separate search request to every site, whereas Google News searches
all sites at once. The use of Google News does not require this list of fixed
sites and the sites indexed by Google are likely to be much broader and more
comprehensive than a fixed list would provide and are also continuously updated.
This allows for a large amount of current news documents to be searched easily
without requiring a fixed list of sites.

To perform the language specific focused web search we currently make use
of several available search engine services that allow us to search for news docu-
ments by date as well as more general search engines that allow us to search by
date. Just as in entity translation we rely on multiple services but use them only
as backups for cases when the primary service is unresponsive or fails to find
any results. The services we use in order are: Google Search, Bing Search, and
Google News Search. We query each service for documents that contain all of
the the top 5 translated entities and were published within 5 days of the English
document and constrain the search to only the desired language (e.g. Croatian)
and if no results are found in any service we perform the searches again using
only the top 3 entities and then the top 2 entities.

3.1.5 Filtering This procedure will undoubtedly return some documents that
are not relevant, so we perform some additional checks before storing a docu-
ment. We first extract the main story from the web page and ensure that the
cleaned text is greater than 1,100 characters long. We also check to make sure
the document is not too large and does not contain an unusually large percent-
age of numbers, punctuation, or uppercase letters, all of which are signs that
the documents will probably not be useful for comparability. We then send the
document to Bing’s language identification service and check that the language
returned by the service is indeed the target language in with we were searching
for the document (e.g. Croatian). The top 5 results returned for each search
query that meet these minimum requirements are saved as likely comparable
documents.

3.1.6 Results Our retrieval method has a number of advantages over previous
methods described in the related work. First, it does not require us to crawl all
news sites in the Web. Instead, only a small set used as initial seeds is required;
the rest of the documents are found using a search engine. Second, our method
requires no specific lexical resources for named entity translation. We use all data
which are publicly accessible, and therefore our methods can be implemented for
any other language pairs.
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By implementing this retrieval method, we managed to gather a large aligned
comparable corpus. The size of comparable texts gathered for each language is
shown in Table 2.

Table 2. Size of Automatically Retrieved Comparable Text

Language |Size of Comparable Text Gathered (words)
Croatian 3,802,495
Estonian 11,409,322
German 27,422,578
Greek 13,438,848
Latvian 16,634,981
Lithuanian 28,750,162
Romanian 43,841,777
Slovenian 9,169,704
TOTAL 154,469,867

3.2 Wikipedia

Wikipedia (http://www.wikipedia.com/) is the world’s largest multilingual en-
cyclopaedia with over 16 million articles. Wikipedia covers all languages of the
ACCURAT project and therefore is seen as a promising source of comparable
documents. The number of Wikipedia documents has increased dramatically over
the past few years and it covers a wide variety of topics. Even though Wikipedia
documents can be edited by anyone, the contents are moderated and this has
ensured Wikipedia documents to have reasonably higher quality than other Web
documents.

An advantage of using Wikipedia as a source of comparable documents is
the interlanguage links feature: a link connecting documents about the same
topic but written in different languages. Several works were conducted to extract
information from these interlanguage links, such as the creation of bilingual
lexicon [1] by performing title extraction of the linked documents. Even though
not all documents in Wikipedia have interlanguage links, i.e. documents which
are only written in one language, the number of articles written in more than
one language is considerably high and ranges between 46% to 84% as shown in
Table 3. This data is based on Wikipedia dump in September 2010.

Wikipedia articles linked across languages are about the same entity, pro-
cess, event, or topic, however there is a disagreement regarding how similar the
information contained in these documents are. Mohammadi & GhasemAghee
[29] found that many of the articles linked across languages contain very similar
information and are thus ideal as a source for gathering comparable corpora.
On the other hand, Adafre & Rijke [1] found that these connected documents
do not necessarily talk about the same topics as they vary in length and may
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Table 3. Percentage of documents with language links

Language|All pages|Page with language links|Average number of links

EN [3,110,586] 1,425,938 (45.84%) 1.84
DE [1,036,144| 636,111 (61.39%) 7.76
RO | 141,284 106,321 (75.25%) 17.24
LT | 102,407 67,925 (66.33%) 22.28
SL 85,709 58,489 (68.24%) 21.02
HR | 81,366 60,770 (74.69%) 23.47
ET 72,231 49,440 (68.45%) 25.47
EL 49,275 37,337 (75.77%) 29.62
LV 26,227 22,095 (84.25%) 33.36

include additional, removal, or completely different information. Attempting to
align every pair of linked documents in Wikipedia to assess their comparability
is a computationally expensive process and also unnecessarily wasteful if the ar-
ticles are very different. Therefore, when gathering texts in Wikipedia using the
link structure it is necessary to verify that the text itself is actually comparable.

3.2.1 Identifying Comparable Documents In this section we describe
our attempt to maximize the likelihood of finding comparable documents. We
implement two simple filters, which are document’s minimum size and length’s
difference. First filter, we eliminate pairs in which any of the documents is smaller
than 2 KB. Afterwards, we compare the length between the two documents
and disregard document pairs if the length difference is greater than 20%. We
implement this feature to focus the retrieval on documents of similar length,
assuming that they will have similar structure and content, and therefore have
higher probability to be comparable than other documents.

3.2.2 Results An initial analysis find that most of the Wikipedia documents
have a diverse size within different languages even though they describe the
same topic. For example, the article about “Europe” in English has 12 main
sections with the content reaching just under 10,000 words; the corresponding
Latvian article, however, has just 6 main sections with a total word count of
around 3,000 words. On average, articles from the corresponding under resourced
languages have significantly smaller sizes compared to the English version. By
finding articles of similar length only, we disregard over 80% of the initial pairs,
as shown in Table 4.

Furthermore, by performing manual assessment on some Wikipedia docu-
ments, we also found that some under resourced language documents were cre-
ated by translating a main paragraph of English documents. This pair of docu-
ments may have a large difference in lengths, but these translated fragments are
particularly useful for machine translation. These documents would not have
been retrieved had a length difference filter been implemented as a filter. We
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Table 4. Bilingual documents of similar size for each ACCURAT language pairs

Language Pairs| All Pairs |After Size Filtering|After Doc Length Filtering
EL-EN 32,015 pairs 23,206 pairs 3,993 pairs
RO-EL 14,339 pairs 8,725 pairs 1,815 pairs
RO-EN 84,862 pairs 27,234 pairs 3,243 pairs
LT-EN 51,011 pairs 26,804 pairs 2,886 pairs
LV-EN 18,480 pairs 11,893 pairs 932 pairs
SL-EN 44,923 pairs 23,313 pairs 4,893 pairs
HR-EN 43,984 pairs 26,520 pairs 3,628 pairs
ET-EN 37,043 pairs 15,870 pairs 1,118 pairs
DE-EN 418,327 pairs 254,793 pairs 56,734 pairs
RO-DE 49,155 pairs 16,644 pairs 2,298 pairs
RO-LT 19,794 pairs 10,552 pairs 2,488 pairs
LT-LV 10,762 pairs 7,135 pairs 1,810 pairs

therefore propose a different retrieval method as a future work as described in
the Section 3.2.3.

3.2.3 Future Work in Wikipedia As discussed in the previous section, the
proposed filters disregard a large number of document pairs in Wikipedia. We
therefore propose another method to filter out comparable documents by iden-
tifying comparability in a finer granularity, i.e. sentence level, which is defined
below.

1. First, we crawl documents which have interlanguage links for all the AC-
CURAT language pairs and disregard those with a size smaller than our
specified threshold.

2. Documents from the original source language were then translated into En-
glish using available MT system. In our case, we make use of Google Trans-
late.

3. We then split the documents using a simple sentence splitter and filter out
sentences which are not useful for the corpus, such as sentences which contain
a large number of named entities or numbers.

4. Sentences which passed these filters were then paired to each sentence from
the English document.

5. We count similarity score on each of these sentence pairs using Jaccard sim-
ilarity measure and choose the highest scoring sentence for each of the sen-
tences in the smaller documents.

6. If the Jaccard similarity score is higher than the defined threshold, we save
this sentence pair and its score as a possible alignment. Otherwise, we dis-
regard that sentence pair. We repeat step 5 and 6 until all sentences in the
smaller documents have been paired to the highest scoring sentence of the
other document.

7. We represent the comparability score of these documents by the average of
these aligned sentences’ scores.
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By using these methods, we do not only filter documents based on the topic,
but also whether there are any parts in the documents which can be aligned.
This information is crucial for the next process: the phrase extraction. Even
though the simple similarity scoring does not guarantee a perfect alignment
of the sentences, we manage to filter out sentences which do not share any
overlapping terminology. This feature works well in identifying similar sentences,
unfortunately it also requires all documents to be translated to English using
a fast and high quality machine translation, which is mostly not available for
under resourced languages.

To avoid this problem, we implement a retrieval method which uses limited
linguistic resources. This method is an adaptation of Adafre & Rijke [1] who
find parallel sentences in bilingual Wikipedia documents by their anchor text
information. This method requires no linguistic resource apart from the infor-
mation already available in Wikipedia. First, a bilingual lexicon is generated by
extracting all Wikipedia titles which are connected by interlanguage links. We
then translate all the anchor texts in source language into English using this
lexicon. This lexicon will also be used to identify other parts in the documents
existing in the lexicon, and translate them to English. Similarity scores are then
calculated in the same manner between the English document and its translated
source document. When tested in a Dutch-English environment, this method
performs with high precision [1]. On the other hand, under resourced languages
have considerably fewer documents which may limit the number of anchor texts
inside the document. Furthermore, some words in Dutch and English share sim-
ilar terms, which could assist the retrieval process, while this is not necessarily
the case for documents from these under resourced languages.

3.3 Twitter

Another potentially interesting source of comparable documents is Twitter. Twit-
ter allows users to post short text snippets (or tweets) which may contain news
events, messages to other users, or comments about particular topics or links.
Although the service only started in 2006, the use of Twitter has increased dra-
matically, with the number of users reaching 190 million in August 2010 [38]. As
a resource of comparable documents, Twitter has several advantages. First, the
messages are relatively short, which reduces issues surrounding alignment. Each
tweet also contains the date of publication, enabling retrieval and alignment to
be performed more accurately.

Around 10% of tweets provide url links, which are sometimes accompanied
with a short text message describing the link content or comments about it. An
example of this is:

“Obama Wants Kids To Make Video Games [Politics]: US President Barack
Obama ... hitp://bit.ly/cPrY/m.”

The link refers other users to the complete article of the news. Sometimes users
also define their tweets by using # symbols, such as:



14 Paramita, Guthrie, Kanoulas, Gaizauskas, Clough, Sanderson

“#football HARGREAVES CLOSE TO RETURN - SURGEON: Owen Harg-
reaves’ surgeon believes the Manchester United star is cl... http://bit.ly/dsf352”

It is possible that the same links or topics are being tweeted in different lan-
guages. Our approach to use Twitter is to use URLs and topics as queries to
retrieve comparable tweets in different language. We analysed two different re-
trieval methods: the first method uses English tweet as a seed to retrieve tweets
from other languages, while the second method chooses a popular non English
tweet and use it as a seed to find a comparable English tweet. The first method
performed poorly due to the domination of English tweets in the search result,
making it difficult for tweets from other languages to be retrieved. We manage to
find interesting results by using the second method; an example of the retrieved
tweets is shown in Table 5.

Table 5. Example of Comparable Tweets

Latvian Tweet
Original Text |Arkartigi interesants raksts par pasaule ietekmigaka tech portala
Techcrunch raditaju un ipasnieku http://bit.ly /InFsGa
Translated by|Extremely interesting article on the world’s most powerful tech site
Google Techcrunch creators and owners http://bit.ly/9InFsGa
Other Retrieved English Tweets
Original Text |Interesting Inc article on Michael Arrington via @marshallk’s podcast.
"bust the door down and clean the mess up later" http://bit.ly/InFsGa
Original Text |really interesting profile in Inc. magazine about Mr. TechCrunch himself
- Michael Arrington http://bit.ly/InFsGa
Original Text |Interesting article by @arrington on how he works. Except you can have
more than 2 monitors with a Mac - http://bit.ly/9InFsGa

Our initial analysis found that there exist bilingual comparable tweets. How-
ever, there are several problems in retrieving tweets of under resourced languages.
First of all, based on [42], over 50% of tweets are in English, while the rest are in
Japanese, Malay, Indonesian, and major European languages, such as Spanish,
French and German. This means that the use of Eastern European languages in
Twitter is relatively unpopular, which limit the retrieved data for ACCURAT
project languages. Second, it was more difficult to identify language in Twitter
as language identifier does not perform reliably on short texts. We also find that
the same URL is mostly tweeted in that particular language only, which again
limits the number of bilingual tweets found. Nevertheless, with the popularity of
Twitter which is increasing rapidly, there is a possibility that tweets from these
countries will also increase in the future. We plan to do further analysis once we
have a bigger dataset for these language pairs.
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4 Evaluation

At the end of the retrieval process we will have gathered pairs of documents,
sentences or fragments, which were considered to be comparable by our retrieval
methods. The next step will be to assess the accuracy of these methods to
retrieve comparable texts. In this phase, we focus on the comparability level of
the retrieved documents rather than the effect of these documents to an MT
system. To decrease the judgment effort, we plan to evaluate only a sample of
the retrieved text pairs. We describe the methods to choose the text pairs to
be judged in Section 4.1. An online tool is under development and will be used
by assessors to define comparability level of the chosen text pairs. The online
judgment tool is described in Section 4.2 and both the classifier and assessment
tool will be used iteratively as described in Section 4.3.

4.1 Classifier

As an evaluation method, we built a classifier which was trained using previously
assembled comparable corpora. These Initial Comparable Corpora, later referred
to as ICC, contains comparable documents of at least one million words of each
language. The search was performed using semi automatic retrieval methods
and each of the retrieved document pairs was annotated with its corresponding
comparability level: parallel, strongly comparable or weakly comparable. Since
the training data does not include non comparable document pairs, we created
non comparable pairs by pairing documents from different domain or genre.

4.1.1 Features / Criteria of Comparability We identified various features
which are useful in identifying comparability level of a document pair as shown
in Table 6. These features are divided into two categories: language-dependent
features which need some translation methods or other linguistic knowledge, and
language-independent features.

To test the performance of our classifier, we focused on Greek-English (EL-
EN) corpora by using Google Translate to translate all the Greek documents
into English. Google Translate is not expected to perform well on these under
resourced languages and domains, nevertheless it can still be considered of better
quality compared to bilingual dictionaries or MT based on our parallel corpora.
Thus, the results of our classification can then be considered a realistic upper
bound. The extracted language-dependent features include relative word over-
lap (the number of common unique words in the source and target documents
divided by the number of unique words in the source document), relative stem
overlap (the same as the relative word overlap apart from the fact that words
were first stemmed by Porters Stemmer [39], and cosine similarity in the doc-
ument vector space [36][37]. In the vector space documents are represented as
a t-dimensional vector where ¢ is the number of words (or stems) in the entire
corpus of source (English) and translated target (Greek) documents. The vec-
tors can be binary (1 if a word/stem is present in a document and 0 otherwise),
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Table 6. Features or criteria of comparability

Language-Dependent Features

1. Word/Stem overlap (relevant to source language)
2. Cosine similarities on word/stem occurrence

3. Cosine similarities on word/stem TF

4. Cosine similarities on stemmed word TF-IDF

5. Cosine similarities on stemmed bi-gram and tri-gram TF
Language-Independent Features

1. Out-link overlap

2. URL character overlap

3. URL number of slash difference

4. Image link word overlap

5. Image link filename overlap

include term (words or stems) frequencies (TF) or term frequencies weighted
by the importance of a word in the corpus (TF-IDF). The cosine similarity of
bi-gram and tri-gram TF vectors was also computed. The extracted language-
independent features include out-link overlap (the number of common out-links
in the two documents), image links overlap (the number of common image source
URL in the two documents), URL level overlap (the difference of the number
of slashes in the URL that correspond to the two documents (remember that
documents were crawled from the Web and thus each document corresponds to
a URL)) and URL character overlap.

After extracting these features for all the document pairs, we trained a clas-
sifier using ECOC (Error Correcting Output Codes) [14] in order to predict
the comparability level of newly retrieved document pairs. When evaluated us-
ing b5-fold-cross-validation, our classifier showed promising results in identifying
comparability levels of the document pairs, with precision scoring above 90% for
each comparability level.

We used our classifier to evaluate the comparability levels of the automati-
cally retrieved news corpora mentioned in Section 3.1. The results are found to
be promising with most of retrieved documents judged as strongly comparable
as shown in Table 7.

4.2 Assessment Tool

To verify the classifier performance, we are currently preparing the assessment
tool for the assessors. The retrieval methods described in Section 3 will result in
pairs of segments of different granularity. For example, retrieval of news articles
using named entities will find documents of the same topic. On the other hand,
retrieval of Twitter or other pages using the anchor methods will find comparable
fragments or sentences instead. For the sake of simplicity, we refer to these
different granularities as segments. Given a pair of segments, assessors will be
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Table 7. Predicted Comparability Level of Retrieved Documents

Language|Non Comp.|Weakly C.|Strongly C.|Parallel
EL-EN 2.51% 0.01% 97.24% | 0.24%

ET-EN 15.94% 0% 82.84% | 1.21%
HR-EN 11.88% 0% 80.15% | 7.96%
LV-EN 16.29% 0% 64.64% |19.07%
LT-EN 2.06% 0% 85.20% |12.74%
RO-EN 1.90% 0% 98.06% | 0.05%

SL-EN 1.28% 73.38% 14.17% [11.17%

asked a series of questions to determine the comparability level. We will use this
data to evaluate the classifier and improve its performance.

4.3 An Iterative Process

Having described the classification/ranking of document pairs by the retrieval
techniques and the judging process that will be undertaken by the partners, here
we illustrate an iterative process that could bootstrap both the quality of the
classifier and the quality of the returned corpus.

— Ranking the documents: The aforementioned classifier, trained over the ICC
can be used to classify document pairs returned by the retrieval methods de-
scribed in previous sections. Each document pair can be then ranked based
on the probability of being parallel, strongly comparable, weakly compara-
ble or non comparable, respectively, with the documents with the highest
probability of being parallel ranked on the top of the list and the ones with
highest probability of being non-comparable ranked at the bottom.

— Sampling in a top-heavy manner: Given that assessing the comparability of
all the returned document pairs requires extensive human effort, we propose
to only assess the quality of a small sample of document pairs. The sampling
method that could be used here is stratified sampling, with documents to-
wards the top of the rankings (i.e. the ones that are more likely to be highly
comparable) having higher probabilities of being sampled than the ones to-
wards the bottom of the ranking. Measures, such as accuracy or precision
at a certain cut-off along with information retrieval measures such as aver-
age precision, normalised discounted cumulative gain etc. can be statistically
inferred.

— Re-train the classifier based on the results: Sampled document pairs are given
to the human assessors to annotate them with respect to their comparability.
After getting back the comparability grades of the deferent judged document
pairs we can use these fresh data to re-train the classifier, re-classify/-rank
document pairs - presumably with higher accuracy - and eventually boot-
strap both the performance of the classifier and the quality of the produced
comparable corpus.
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— After the iteration process finished, we aim to have a fully trained classifier,
which has high precision in predicting comparability levels between docu-
ments. This classifier will then be used as the criteria to evaluate all the
retrieved comparable documents.

5 Conclusion

In this chapter, we discussed our work on developing retrieval methods to col-
lect comparable documents from Web sources for under resourced languages. We
identify three different Web sources and develop the appropriate retrieval meth-
ods to gather these comparable documents. News documents are retrieved using
date and named entity which was translated using available online resources. We
make use of the richness of interlanguage links in Wikipedia to retrieve compara-
ble documents and perform several filters to filter out the irrelevant documents.
Our method on retrieving tweets from Twitter involve the use of URL and topic
as query. By using these methods, we managed to get a decent size of data from
news and Wikipedia. Unfortunately, the use of under resourced languages in
Twitter is less popular, and this has caused problems in retrieving high quality
data.

We also developed methods to evaluate the retrieved documents by building
a classifier to assess comparability levels of these automatically retrieved docu-
ments. Extraction of language dependent and language independent features was
performed on the Initial Comparable Corpora (ICC) and these data were used
as training data for the classifier. When evaluated using 5-fold-cross-validation,
the classifier managed to identify comparability levels of document pairs with
a high accuracy. We used the classifier to evaluate the news corpora and found
that over 85% documents are found to be strongly comparable.

Our future work involves developing reliable independent features to extract
comparable segments from Wikipedia and evaluate the results. We plan to com-
pare the quality of retrieved documents found in different Web sources. We are
also developing assessment tool to gather judgment from the assessors on a sub-
set of document pairs. The judgment information will be used to evaluate the
classifier’s performance and improve the training data.
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