We present a study of which baseline to use when testing a new retrieval technique. In contrast to past work, we show that measuring a statistically significant improvement over a weak baseline is not a good predictor of whether a similar improvement will be measured on a strong baseline. Indeed, sometimes strong baselines are made worse when a new technique is applied. We investigate whether conducting comparisons against a range of weaker baselines can increase confidence that an observed effect will also show improvements on a stronger baseline. Our results indicate that this is not the case – at best, testing against a range of baselines means that an experimenter can be more confident that the new technique is unlikely to significantly harm a strong baseline. Examining recent past work, we present evidence that the IR community continues to test against weak baselines. This is unfortunate, as in the light of our experiments we conclude that the only way to be confident that a new technique is a contribution is to compare it against, nothing less than the state of the art.
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1. INTRODUCTION

Much of the field of Information Retrieval (IR) is an empirical subject, where the value of novel techniques is demonstrated by measuring statistically significant improvements over one or more baselines. This approach was scrutinized by Armstrong et al. [2009], who extensively examined published research showing that in most cases, chosen baselines were substantially less effective (weaker) than the state of the art at the time. Worse, the reported improvements from new techniques often resulted in systems that very rarely beat the state of the art.

Armstrong et al. asked if a technique was shown to significantly improve a weak baseline, did that result predict that an improvement over a strong baseline would also occur? They conducted an experiment that tested this question measuring what they called a technique’s additivity. Using the Indri search engine [Strohman et al. 2005], Armstrong et al. tested the additivity of common retrieval techniques (e.g. stop words, stemming, query expansion, query word proximity, phrase matching, and term
smoothing). While the improvement gained by each technique was found to be additive on average, the benefit to effectiveness of a single technique was related to which other techniques were enabled at the time. The researchers stated that “improvements are additive on average, [however] they are not additive always, and additivity needs to be confirmed in individual cases”. The authors suggested testing a new technique “against a range of configurations”. Because additivity did not always occur, Armstrong et al. [2009] concluded “we question the value of achieving even a statistically significant result over a weak baseline”.

Armstrong et al.’s additivity experiments tested classic retrieval techniques applied to a single retrieval system. To the best of our knowledge, there are very few other studies testing additivity. Therefore we conduct additivity experiments on newer retrieval techniques against a range of baseline systems. We asked the following research questions.

(1) Do more recently developed retrieval techniques show similar additivity effects to those found by Armstrong et al.?
(2) If improvements of a technique over a single weak baseline do not accurately predict what will occur when the technique is applied to a strong baseline, can the use of multiple weak baselines improve the accuracy of such predictions?
(3) In the light of Armstrong et al.’s survey of past papers, are stronger baselines now being used in the research community?

We carry out two studies of a more recent retrieval techniques: search result diversification; and ranking of microblog content. The codes and run data for our experiments is available. In the paper, we examine past work; describe the setup, results, and analysis of the two studies; then we draw conclusions and describe possible further work.

2. PAST WORK

The work of Armstrong et al. has had a substantial and on-going impact in the field of IR. Beyond its many citations, the paper acted as a catalyst to encourage more rigorous evaluation. Subsequently, workshops (e.g. RIGOR at SIGIR 2015), and even whole conference sessions on reproducible IR have been held [Ferro and Silvello 2015; Hagen et al. 2015; Rao et al. 2015].

The paper contains multiple novel experimental results, leading to a number of key conclusions around which we structure the survey of past work. The main conclusions were ad hoc retrieval effectiveness has plateaued; weak baselines are commonly used by researchers; and improvements are sometimes, but not always, additive.

2.1. Ad hoc retrieval effectiveness has plateaued

Probably, the best known aspect of Armstrong et al. study comes from the authors’ analysis of 106 past papers published in key IR conferences. The main results of this analysis was reported in a series of scatter plots in the fourth and eighth figures of their paper, the first of which is reproduced in Figure 1.

Results from the past papers are graphed as a cross and point connected by a line. The cross indicates the effectiveness of a baseline system, the point indicates the change in system effectiveness resulting from the application of a retrieval technique. Horizontal lines indicate the effectiveness of state of the art systems. The common focus of the graphs are the upper black lines, which represent the highest effectiveness score recorded by TREC organizers in the year that the collection under study was released. The line is almost never crossed suggesting little or no improvement.

The result is regularly cited – [Bodoff 2013; Cummins et al. 2011; Fang et al. 2014; Fuhr 2012; Leveling et al. 2012; Mayr et al. 2014; Newman et al. 2010; Puurula 2013; Said and Bellogín 2014; Sakai and Lin 2010; Stegmaier et al. 2014; Trotman et al. 2014; Ye et al. 2012] – with authors sometimes augmenting the result to claim that Armstrong et al. showed no improvements had occurred in ad hoc IR.

However, there is a danger that the graphs can be mis-interpreted as they plot multiple experimental conditions. Some comparisons are less meaningful than others. Armstrong et al. grouped their results by the length of topic (e.g. short, medium, and long) used in the published experiments. Although it is not explicitly stated in the paper, we believe that the three groups correspond to combinations of TREC topic sections: title, title+description, and title+description+narrative. Note, in some published papers, the type of topic length was not stated, we assume such topics are title only.

Comparing an experimental result using title only topics with a result using title+description+narrative (commonly the topic used to achieve the score indicated by the upper black line) is perhaps not the most valuable comparison to make. Potentially more valuable is a comparison with the highest recorded score for title (short) topics: the dashed line with tick marks.

When only title topics are considered (see Figure 2), we see that while it remains true that many retrieval experiments published in top IR conferences used weak baselines, not all experiments used such baselines. Stronger baselines were sometimes used and across all collections, the state of the art score recorded by TREC was beaten more than
once. For results using the collections shown in the bottom two graphs of Figure 2, the majority of published results beat the state of the art at the time. Note, further results covering additional test collections were shown in the eighth figure of Armstrong et al. [2009] where a similar misinterpretation could be made.

The work of Armstrong et al. tackled an important and overlooked topic. The novel analysis of past work showed that the IR community was willing to publish results that tested techniques, against sometimes very weak baselines. However, over the decade of research examined by the authors, improvements over strong baselines using title only topics were shown, and on some collections were shown regularly.

Subsequent work. A series of papers were published to examine the plateauing of effectiveness apparently shown by Armstrong et al..

Trotman and Keeler [2011] examined if inconsistency in the way that test collection assessors marked documents as relevant caused there to be an upper bound on measurement accuracy. Testing on TREC-4 and TREC-6 collections as well as a small selection of INEX collections, the authors found some support for their hypothesis. However the experiments in this short paper were not extensive.

Taking a different approach Cummins et al. [2011] claimed, through oracle experiments, that there was still much improvement possible in ad hoc retrieval. The authors searched for patterns of terms that formed ideal ad hoc topics. They found that queries could be located that nearly doubled MAP scores when compared to a baseline system.
More recently Trotman et al. [2014] examined a number of recently published enhancements to the BM25 ranking function [Robertson et al. 1995]. Trotman et al. showed that the way the parameters of ranking functions were tuned had an impact on retrieval effectiveness. When each variant of BM25 was tuned optimally for a particular collection, comparisons between the different functions were more complex and conclusions were harder to draw from results.

Demonstrating that it is possible to beat state of the art ad hoc systems, Huston and Croft [2014] examined improvements through exploitation of topic-term dependencies. The detailed review of dependency models considered optimal parameter tuning and testing on multiple collections (Robust, Gov2, Clueweb-09). Huston and Croft showed that one could improve on state of the art rankers. The work also determined which dependency model was generally more effective than the others.

Although it is hard to beat state of the art ad hoc rankers, it would appear that the assertion that ad hoc IR has not improved in the last several years is not as well supported as perhaps was thought.

2.2. Weak baselines are commonly used

Although evaluation of IR systems has been a topic of interest for decades and test collections proliferated, the practice of recording the highest effectiveness score on them did not. For example, Spärck Jones and van Rijsbergen [1976] surveyed and tabulated around thirty contemporary test collections, without mentioning the best retrieval techniques or highest recorded score. Sanderson [2010] similarly tabulated collections, but without details of scores. In contrast, Downie et al. [2010] surveying test collections from the music IR evaluation campaign MIREX, listing the best score for each effectiveness measure on each collection (see table 3 in that paper).

The organizers of TREC annually record the score of the most effective technique on a particular collection Voorhees and Harman [2005], but Armstrong et al. showed that few researchers or reviewers pay sufficient attention to such scores. Each year, new collections and topics are created by TREC track organizers so as to present a new research challenge and to cumulatively create a large test data set. Because the variation in effectiveness across topics is high [Bodoff and Li 2007] – as are the interaction effects between systems, topics, and documents – it is, in effect, invalid to compare techniques tested on different years of a track.2

Other fields with empirical evaluation methods charted the progress not just of individual systems, but of their wider research community. For example in the speech recognition community [Huang et al. 2014], steady improvements in accuracy were charted over many years (see Figure 1 in that paper). In the Music IR community, using data from the MIREX evaluation, similar graphs were produced [Schedl et al. 2014] (see Figure 5.1 in that paper). Of note in this later analysis, it was found that researchers were failing to improve on certain MIREX tasks. This plateauing was referred to as a glass ceiling by Downie [2008], who contended “that this evidence has been one of the most important contributions of MIREX to MIR research”. The impact of identifying the ceiling was that researchers in the field chose to move onto new research challenges.

We can only speculate if “weak baseline papers” such as those identified by Armstrong et al. would have been accepted had the state of the art been tracked more diligently by IR researchers.

---

2See Webber et al. [2008], describing an attempt to estimate such comparisons across topic sets.
To the best of our knowledge Armstrong et al. is the only study of the strength of baselines in use by researchers. We searched extensively – including examining the 76 papers that cite Armstrong et al.\(^3\) – and found no similar study in the last six years.

2.3. Improvements are sometimes additive
As with the work on strength of baselines, beyond Armstrong et al.’s experiment on additivity, there is little work published in the last six years which examines the additivity of methods across different baselines.

Trotman et al. [2014] in their study comparing variants of BM25, also explored the value of applying different retrieval techniques such as stemming, stop word removal, and pseudo-relevance feedback across a number of rankers and document collections. As with Armstrong et al., Trotman et al. found that the impact on effectiveness from the inclusion of the techniques was generally additive; though unlike Armstrong et al. the use of stop words was not found to help.

One might ask why is additivity important? A new technique should be tested against the state of the art. However, there has been a growing concern in the research community that state of the art methods are not always accessible due to commercial interests or a lack of access to proprietary data (see [Callan and Moffat 2012]). Consequently, it may be necessary to test techniques on sub-optimal baselines. Determining if one can reliably conduct such testing is a question that we study here.

3. DIVERSIFICATION
The core of our work was to examine additivity in the context of novel retrieval techniques applied to ad hoc search. We examined two such techniques: search result diversification (this section) and syntactic representations of microblog content (section 4).

Search result diversification attempts to retrieve a set of documents that reflect the sub-topics of a query. The study of diversification was not extensive until after Armstrong et al. published their work. Consequently, this is a topic of interest for our work. We first briefly describe diversification approaches, methods and data, and then detail the results of our experiments.

3.1. Diversification Approaches
Santos et al. [2012] categorized diversification techniques as implicit or explicit: implicit techniques model diversity just from the content of retrieved documents [Carbonell and Goldstein 1998; Sanner et al. 2011; Wang and Zhu 2009; Zhai and Lafferty 2006], while explicit approaches model aspects of a query using external evidence such as query logs, thesauri, or Wikipedia [Agrawal et al. 2009; Santos et al. 2012].

Most implicit approaches are based on a greedy approximation, which aims to reduce redundancy in retrieved documents with respect to their content. The focus of these approaches is on promoting novelty in the ranking. We used three implicit diversification approaches in our experiments.

— Maximal Marginal Relevance (MMR) [Carbonell and Goldstein 1998], builds a diverse set of results (S) incrementally, from an ad hoc run (R) using a greedy approach in which, in each iteration, the most novel and relevant document is selected. Novelty is defined as the mean content-based dissimilarity between the candidate document and the already selected documents in S.

— Modern Portfolio Theory (MPT) [Wang and Zhu 2009], considers the uncertainty associated with the relevance of documents to a query. The theory could be observed as

a process of selecting a set of documents which reduce the uncertainty about document relevance. The relevance of a ranked list of documents should be maximized, and the variance minimized.

— Facility Location Analysis (FLA) [Zuccon et al. 2012], here, an approach from the field of Operations Research is applied. Documents are viewed as facilities, rank position of those documents are locations. In FLA desirable facilities should be located close by and, so-called, obnoxious facilities (i.e. documents covering the same subtopic) should be dispersed as far as possible from each other.

Explicit diversification approaches directly model the subtopics of a query [Santos et al. 2010]. We consider three approaches.

— Explicit Query Aspect Diversification (xQuAD) [Santos et al. 2010], ranks documents based on the number of query subtopics that occur in a document, the overall relevance, and a document’s novelty relative to the documents ranked higher.

— Intent-Aware Selection (IASelect) [Agrawal et al. 2009] diversifies results based on a taxonomy, such as the Open Directory Project (ODP), to indicate which of the possible intents (subtopics) a query could cover.

— Relevance Based xQuAD (xQuADRel) [Vargas et al. 2012], here a formal relevance model is defined, which is applied to xQuAD.

The six diversification techniques were implemented. The code for xQuADRel was provided by Vargas et al.; the other approaches were implemented as described in their respective papers. Diversification was applied to the top 100 documents of each ad hoc run. For validation, we compared the effectiveness of our implementations with published results. While identical effectiveness is typically not possible when source code is not available, the general effectiveness scores and trends were consistent with those reported.

Subtopics. The diversity approaches xQuAD, xQuADRel, and IASelect need to be parameterized with query subtopics. Two subtopic definitions were used: the TREC Web Track subtopics; and those derived from the ODP, using TextWise services. The TREC subtopics were based on information taken from relevance judgments, they represented an upper bound on the effectiveness of these approaches due to subtopic coverage. The ODP subtopics represented a reasonable but imperfect set of subtopics. The two sources are indicated using the subscript labels TREC and ODP in the results.

Training and Tuning. All parameters in the diversification approaches were optimized using 5-fold cross-validation. Parameter values were considered in the range 0.0–1.0, in increments of 0.1. For xQuAD_{ODP}, the best \( \lambda \) value was 0.8, while for xQuAD_{TREC} it was 0.9. For MMR the optimal \( \lambda \) was 0.7. The xQuADRel technique has an additional parameter, \( P(stop|r) \), which we set to the suggested default of 1. The other approaches required no training.

3.2. Test Collection and Runs

The six techniques re-rank a set of retrieved documents independently of the initial ranking algorithm. Therefore, we decided to apply the techniques to the runs submitted to a TREC ad hoc retrieval track, which would simulate applying the diversity techniques to a wide range of baselines.

We chose the TREC Web Track, 2009–2011, which had separate ad hoc and diversification submitted for the same topics. Therefore we had access to ad hoc runs for which

\[\text{http://www.textwise.com/}\]
Table I. IR technique count used across ad hoc runs

<table>
<thead>
<tr>
<th>Technique</th>
<th>Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well known ranking methods with parameter variation</td>
<td>52</td>
</tr>
<tr>
<td>Document/Collection feature (e.g. fields, anchor text)</td>
<td>19</td>
</tr>
<tr>
<td>External resources (e.g. Wikipedia)</td>
<td>18</td>
</tr>
<tr>
<td>Relevance feedback</td>
<td>10</td>
</tr>
<tr>
<td>Query expansion</td>
<td>12</td>
</tr>
<tr>
<td>Learning to rank methods</td>
<td>20</td>
</tr>
</tbody>
</table>

*Note, categories were not mutually exclusive.*

there were also diverse relevance judgments. We used the automatic ad hoc runs over the ClueWeb B collection.

In line with the methodology of previous research analyzing ad hoc run data [Sander-son et al. 2012; Voorhees and Buckley 2002], the bottom 25% of submitted runs were removed in an attempt to filter out problematic submissions that could produce invalid comparisons. Across the three years of the track, this left 71 runs. Each run recorded documents retrieved for fifty topics, corresponding to one of the years of the track. Because our focus is on the way that the effectiveness of a run is improved by diversification and not on variations across the years of the collection, we present results aggregated across all three years.

The systems that generated the ad hoc runs were checked to ensure that they did not employ diversification techniques. This was verified by manually inspecting 52 track reports submitted by TREC participants to describe the techniques employed by the systems that generated the 71 runs. None of the reports described use of diversification techniques. The 2009–2011 ad hoc runs were therefore appropriate baselines for our study.

We also examined the reports to understand the techniques that were used, shown in Table I. In addition to using well known retrieval techniques, many participants exploited query expansion, or made use of additional information such as anchor text or other external resources.

**Evaluation Metrics.** The primary effectiveness measures for the evaluation of diversified runs in the TREC Web track were $\alpha$−nDCG [Clarke et al. 2008] and IA-ERR [Chapelle et al. 2009] at cut-off 20. For $\alpha$−nDCG, the parameter $\alpha$, was set to the default 0.5. We report the same measures in our experiments.

### 3.3. Improvements Over Weak and Strong Baselines

We compared the effectiveness of the 71 ad hoc runs before and after a chosen diversity technique was applied. The results are shown in Figure 3. The top two rows of graphs show techniques that use subtopics ($xQuAD$, $xQuADRel$, $IASelect$); in the top row, the official TREC subtopics are used, while the middle row shows the same approaches using the ODP subtopics. The bottom row shows techniques that do not use subtopics ($MMR$, $MPT$, $FLA+MPT$). The following trends can be observed.

1. In the top row (TREC subtopics), the effectiveness of weaker baselines was almost always improved by diversity. For stronger baselines, there was almost never a significant improvement, but no significant degradation. For $IASelect_{TREC}$ a single strongest baseline was significantly improved beyond the highest score of any baseline.

2. For the middle row (ODP subtopics), effectiveness improvements were rarely significant, and for two approaches ($xQuAREl$ and $IASelect$) significant degradation was
commonly measured on the stronger baselines. For $xQuAD_{ODP}$ and $IASelect_{ODP}$, a few baselines were significantly improved, but the majority of changes were not significant or significantly worse.

(3) For the techniques that do not use subtopics (the bottom row), non-significant changes were generally found, with some small significant improvements over weaker baselines, and small significant degradations for stronger baselines.
Table II. Range of scores used for levels

<table>
<thead>
<tr>
<th>Level</th>
<th>(\alpha-\text{nDCG@20})</th>
<th>IA-ERR@20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak</td>
<td>(\leq 0.23)</td>
<td>(\leq 0.18)</td>
</tr>
<tr>
<td>Medium</td>
<td>(&gt;0.23 &amp; \leq 0.41)</td>
<td>(&gt;0.18 &amp; \leq 0.33)</td>
</tr>
<tr>
<td>Strong</td>
<td>(&gt;0.41)</td>
<td>(&gt;0.33)</td>
</tr>
</tbody>
</table>

Note, as a sanity check of our experiments, which augment existing ad hoc runs, we tested applying diversity to an actual IR system: INDRI. It was set up in three configurations: Okapi BM25 weighting, language modeling, and sequential dependency modeling. These experiments were conducted on all 148 topics of the combined web collections and were tested on the top and bottom rows of techniques. The results were plotted as green stars in Figure 3. As can be seen, the \(\alpha-\text{nDCG@20}\) scores from INDRI and the improvements derived from application of diversity were in line with what we found with the ad hoc run experiments.

**Oracle Runs.** A possible explanation for the failure to improve over strong ad hoc runs is a saturation effect where the ad hoc run is already diverse, and so little or no further improvement is possible by applying a subsequent diversification technique. Such an effect was reported by Santos et al. [2012]. We therefore generated a set of oracle runs to identify the upper bound of effectiveness in the TREC ad hoc runs.

The best possible diversified rankings were created using the diversity relevance judgments provided by TREC to re-order the top 100 retrieved documents of each ad hoc run. Using the subtopic information in the TREC relevant judgments, documents were re-ordered so that \(\alpha-\text{nDCG@20}\) was maximized. In effect, the relevant documents in the top 100 were placed at the top of the rankings with subtopics distributed evenly. It was found that the oracle runs were on average 24% better than the diversified runs plotted in Figure 3. The improvement was found for both diversified weak and strong ad hoc runs.

It would appear that saturation is not the reason for lack of improvement by diversification techniques, as there is still room for improvement even for strong baselines.

### 3.4. Defining and Examining Strong and Weak Baselines

We grouped ad hoc runs into one of three levels: weak, medium, and strong. To do the grouping, for each metric, the minimum and maximum run scores were noted and three equally sized levels were formed within the range. The effectiveness score boundaries are defined in Table II. Since the ranges were partitioned by score, different numbers of runs fell into each level; this is shown in Table III.

The retrieval techniques from the 52 TREC reports (tabulated in Table I) are split into three analysis levels, as shown in Table IV. As can be seen, learning to rank methods, along with a range of web specific text features characterized the strong baselines. By and large, using classic “vanilla” IR techniques without enhancements characterize the weak baselines.

Echoing Armstrong et al.’s review of papers, we manually searched for diversification related publications appearing in SIGIR in 2010–2012. From 51 full length papers, short papers, posters, and workshop reports collected, we identified seven papers [Dang and Croft 2012; He et al. 2012; Santos et al. 2011a,b,c; Vallet and Castells 2012; Vargas et al. 2012] that introduced a new diversification technique or a way of improving the effectiveness of existing approaches, and evaluated these using the TREC Web Track test collection.

Of the baselines used in these publications, 44.4% occurred in the weak level of our earlier defined ranges, while 55.6% occurred in the medium levels. No reported baselines were in the strong level.
### Table III. Number of baselines in each level

<table>
<thead>
<tr>
<th>Level</th>
<th>(\alpha^{-\text{nDCG@20}})</th>
<th>IA-ERR@20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weak</td>
<td>19</td>
<td>42</td>
</tr>
<tr>
<td>Medium</td>
<td>42</td>
<td>21</td>
</tr>
<tr>
<td>Strong</td>
<td>10</td>
<td>8</td>
</tr>
</tbody>
</table>

### Table IV. Techniques used in the ad hoc runs broken into three effectiveness levels

<table>
<thead>
<tr>
<th>Level</th>
<th>Year</th>
<th>Description</th>
</tr>
</thead>
</table>
| Weak  | 2009, 2010 | — Default lemur ranking (language modeling)  
— Different relevance models and merging the results from them  
— Combination of query likelihood, dependence model, relevance model, and domain trust prior  
— Different variations of IDF  
— Including semantic term matching derived from collections  
— Default OKAPI BM25 ranking  
— Mixture of document scores, anchor-text, and spam score |
| Medium | 2009, 2010 | — Different retrieval functions (LM, OKAPI, DFR)+spam filtering with different thresholds  
— Query expansion from different sources (collection, Wikipedia)  
— Extending BM25 (taking into account different features like query term proximity)  
— Probabilistic Data Fusion  
— Semantic term matching derived from web search engines  
— Enhancement of Lucene ranking using different indexes and domain duplication removal  
— Machine learned ranking using a wide range of features  
— Weighted sequential dependence model  
— Optimized retrieval to maximize precision  
— Combination of anchor text, document score, and spam filtering  
— Phrase search based on n-grams |
| Strong | 2010, 2011 | — Machine learned ranking using a pool of features  
— Combination of anchor text, full text, and title combined using linear smoothing with a spam prior  
— Anchor text + merging results from different sources |

#### 3.5. Do Improvements on Weak Baselines Predict Improvements on Strong Baselines?

The percentage of runs that were significantly improved or degraded by the application of a diversity technique are shown in Table V. While the trends for both metrics were similar, for IA-ERR@20, the mean percentage of significant improvements for all three levels was lower than for \(\alpha^{-\text{nDCG@20}}\). The opposite held for significant degradation.

Overall, techniques not using subtopics consistently made strong baselines significantly worse. The subtopic-based techniques were more successful, though only those using the precise TREC sub-topic definitions significantly improved the strongest baselines, while making none of the other baselines significantly worse.

We considered the relationship between the percentage of weak or medium baselines that were significantly improved, and the percentage of strong baselines significantly degraded. Figure 4 plots this relationship for the nine diversification techniques, when using weak baselines. Correlations between 'strong baselines significantly degraded' and 'weak baselines significantly improved' for \(\alpha^{-\text{nDCG@20}}\) and IA-ERR@20 were -0.72 and -0.75 respectively. Although the number of data points was small, both correlations were significant (\(p < 0.05\)). However, further testing generating more data points is necessary for us to be more confident of this result.

#### 3.6. Diversification Methods as a Baseline

The experiments so far simulated a researcher trying a new diversification technique for the first time, and comparing effectiveness to a baseline ad hoc system. More commonly, researchers report enhancements to existing techniques and compare improvements over previous versions. We compared the effectiveness of one diversification...
Table V. Percentage of runs that were statistically significantly improved or degraded for each diversification technique, grouped by level.

<table>
<thead>
<tr>
<th>Level</th>
<th>Diversity technique</th>
<th>Improved</th>
<th>Degraded</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\alpha$−nDCG@20</td>
<td>IA-ERR@20</td>
</tr>
<tr>
<td>Weak</td>
<td>xQuAD$_{TREC}$</td>
<td>94.7</td>
<td>80.9</td>
</tr>
<tr>
<td></td>
<td>xQuADRel$_{TREC}$</td>
<td>89.4</td>
<td>73.8</td>
</tr>
<tr>
<td></td>
<td>IASelect$_{TREC}$</td>
<td>94.7</td>
<td>83.3</td>
</tr>
<tr>
<td></td>
<td>xQuAD$_{ODP}$</td>
<td>26.3</td>
<td>11.9</td>
</tr>
<tr>
<td></td>
<td>xQuADRel$_{ODP}$</td>
<td>21.0</td>
<td>7.9</td>
</tr>
<tr>
<td></td>
<td>IASelect$_{ODP}$</td>
<td>26.3</td>
<td>21.4</td>
</tr>
<tr>
<td></td>
<td>MMR</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>MPT</td>
<td>31.5</td>
<td>21.4</td>
</tr>
<tr>
<td></td>
<td>FLA</td>
<td>42.1</td>
<td>26.1</td>
</tr>
<tr>
<td>Medium</td>
<td>xQuAD$_{TREC}$</td>
<td>59.5</td>
<td>14.2</td>
</tr>
<tr>
<td></td>
<td>xQuADRel$_{TREC}$</td>
<td>45.2</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td>IASelect$_{TREC}$</td>
<td>69.0</td>
<td>42.8</td>
</tr>
<tr>
<td></td>
<td>xQuAD$_{ODP}$</td>
<td>4.7</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>xQuADRel$_{ODP}$</td>
<td>2.3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>IASelect$_{ODP}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>MMR</td>
<td>2.3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>MPT</td>
<td>11.9</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>FLA</td>
<td>16.6</td>
<td>9.5</td>
</tr>
<tr>
<td>Strong</td>
<td>xQuAD$_{TREC}$</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>xQuADRel$_{TREC}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>IASelect$_{TREC}$</td>
<td>30</td>
<td>12.5</td>
</tr>
<tr>
<td></td>
<td>xQuAD$_{ODP}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>xQuADRel$_{ODP}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>IASelect$_{ODP}$</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>MMR</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>MPT</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>FLA</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table VI. Percentage of baseline runs (column) significantly improved ($\alpha$−nDCG@20) by a new technique (row)

<table>
<thead>
<tr>
<th>New Technique</th>
<th>Baseline</th>
<th>xQuAD$_T$</th>
<th>xQuADRel$_T$</th>
<th>IASelect$_T$</th>
<th>xQuAD$_O$</th>
<th>xQuADRel$_O$</th>
<th>IASelect$_O$</th>
<th>MMR</th>
<th>MPT</th>
<th>FLA</th>
</tr>
</thead>
<tbody>
<tr>
<td>xQuAD$_{TREC}$</td>
<td>8.4</td>
<td>5.6</td>
<td>5.6</td>
<td>97.1</td>
<td>98.7</td>
<td>98.5</td>
<td>98.5</td>
<td>98.5</td>
<td>98.5</td>
<td>98.5</td>
</tr>
<tr>
<td>IASelect$_{TREC}$</td>
<td>5.6</td>
<td>7</td>
<td>-</td>
<td>98.5</td>
<td>97.1</td>
<td>98.5</td>
<td>100</td>
<td>97.1</td>
<td>87.3</td>
<td>97.1</td>
</tr>
<tr>
<td>xQuAD$_{ODP}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>0</td>
<td>0</td>
<td>54.9</td>
<td>15.4</td>
<td>7.4</td>
<td>54.9</td>
</tr>
<tr>
<td>IASelect$_{ODP}$</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.8</td>
<td>2.8</td>
<td>2.8</td>
<td>57.7</td>
<td>18.3</td>
<td>4.2</td>
<td>57.7</td>
</tr>
<tr>
<td>MMR</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>14</td>
<td>0</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>MPT</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>4.2</td>
<td>4.2</td>
<td>4.2</td>
<td>46.4</td>
<td>5.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>FLA</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>7.4</td>
<td>9.8</td>
<td>9.8</td>
<td>59.7</td>
<td>35.2</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

For example, for the row xQuADRel$_{TREC}$ and column MMR, MMR was the baseline technique and xQuADRel with TREC subtopics was the new technique. The later technique achieved significantly better results on 98.5% of the 71 base runs. As can be seen, the strongest baselines (the left-most columns) were again the hardest to beat, in-keeping with the observations of Section 3.3.

4. MICROBLOGS

The next study examined the results of a recent experiment on microblog retrieval, where the authors tabulated extensive result and significance data [Severyn et al. 2014] (see Table 2 of the paper). The experiment tested three variations of a retrieval technique across thirty baselines.
Fig. 4. The percentage of strong baselines that are significantly degraded, versus weak baselines that are significantly improved, using the initial retrieval runs as baselines. A line of best fit is shown. The correlation for $\alpha$–nDCG@20 is -0.72 & IA-ERR@20 is -0.75; both correlations are significant ($p < 0.05$).

Fig. 5. Three scatter plots showing the effectiveness of three different approaches applied on baseline runs submitted to the Microblog TREC task. Each point shows the effectiveness of an approach applied to a baseline. The weaker baselines are plotted to the left of each graph, the stronger baselines to the right. The scale of the x- and y-axis are both measured using MAP. The 45-degree line indicates the effectiveness of the baseline. Points plotted above the line represent improvement over baseline, plots below show degradation. A red cross indicates a significant difference relative to the baseline. A blue triangle an insignificant change. Significance was measured using a paired two-tailed t-test.

Severyn et al. proposed a new structural representation of queries and the short texts of microblog documents to improve retrieval effectiveness. The authors used a syntactic analysis to transform text into a shallow tree kernel representation. The authors stated that a two level hierarchy was created using lemmas and part-of-speech tags based on a trainable tagger from CMU. The hierarchy was divided using an OpenNLP chunker. Next, a point-wise learning to rank approach was used to match between the queries and documents in their new representational form. The ranker was trained on topics and tweets from the TREC microblog 2011 track. The results, measured on the TREC 2012 collection, showed that using relational syntactic structures improved effectiveness by 5% on average. We use Severyn et al.’s data to study effectiveness and baselines.

Severyn et al. used their technique to re-rank the top-$k$ documents, setting $k$ to 10, 20, and 30. The retrieved documents from thirty runs submitted to the TREC 2012
microblog track were re-ranked and the results were tabulated. This paper is one of the few we found that evaluates against an extensive range of baselines.

We examined all available TREC reports of the thirty runs and found that none of the runs used any form of syntactic analysis when retrieving microblog content. Consequently, we employed the results to study our first research question.

Because there were only three variations of the same technique tested in this work, measuring if beating a weak baseline predicted beating a strong baseline (as examined in Section 3.5) was not possible. However, we plotted the effectiveness of the thirty ad hoc runs before and after each of the three techniques was applied, see Figure 5. Similar to Figure 3 one can observe that the effectiveness of weaker baselines was almost always improved by the chosen technique. However, when the stronger baselines were employed, no significant improvement was observed and for two of the approaches very strong baselines were significantly degraded. These results are directly in line with those of Section 3.3 for diversification approaches.

5. CONCLUSIONS AND FUTURE WORK

This paper examined the following research questions:

(1) Do more recently developed retrieval techniques show similar additivity effects to that found by Armstrong et al.?

(2) If improvements of a technique over a single weak baseline do not accurately predict what will occur when the technique is applied to a strong baseline, can the use of multiple weak baselines improve the accuracy of such predictions?

(3) In the light of Armstrong et al.’s survey of past papers, are stronger baselines now being used in the research community?

Past work suggested that there was a level of additivity in retrieval experiments. If a new technique was created and successfully applied to a weak baseline, there was evidence that the technique was likely to improve a strong baseline. In this paper, a syntax-based text representation technique and nine diversity techniques were tested against, in total, 101 baseline systems. The scatter plots of Figures 3 and 5 showed that while the techniques were often found to improve weak baselines significantly, strong baselines were almost never improved, commonly, they were made significantly worse. In contrast to the past work, additivity almost never occurred.

Both of our analyses showed that a statistically significant improvement over a weak baseline did not predict with any confidence what occurred when that technique was applied to a strong baseline.

Testing on the nine diversity techniques, we next examined if prediction was improved by testing for significance on multiple weak baselines. The data available for this test was not extensive, but a trend was found that observing significant improvement over multiple weak baselines improved prediction of what would occur on a strong baseline. On the question of how many weak baselines needed to be improved, the results shown in Figure 5 suggest that only when 75% – 100% of the (tens of) weak baselines were significantly improved could one have some confidence about prediction. However, the best prediction available was that a strong baseline would not be made worse. Even with the multiple baselines, additivity over these nine techniques was not found.

We showed that some researchers were tempted to conclude that ad hoc search effectiveness plateaued several years ago, and by implication the plateauing explains the inability to beat strong baselines. However, by re-examining the results of past work, we showed that there was a danger that the results of Armstrong et al. were misinterpreted and that more recent papers showed that ad hoc search can still be made more effective.
One aspect of IR experimental practice that was highlighted in Armstrong et al.’s work that does not appear to have substantially changed in the intervening years is the choice of baseline. An examination of recent past work related to the diversification study indicated that use of strong baselines in published research was still not a common practice. The additivity results of this paper show that testing on strong baselines is critical to demonstrate an advance. However, the use of such strong baselines does not appear to be as common as one might hope given the impact of Armstrong et al.’s paper.

It would appear that additivity is less present than it was in the time of Armstrong et al.’s experiments. As ad hoc systems improve, the quality of testing may also need to improve. Early techniques for improving ad hoc IR may well have had such a substantial positive impact on effectiveness that testing the techniques on any form of baseline was sufficiently safe. As techniques become more complex and improvements are generally smaller, the rigor of testing most likely needs to improve also.

While this analysis chiefly serves to illustrate a problem, rather than presenting a ready solution, we hope that it will lead to further awareness in the IR community regarding the importance of strong baselines.

5.1. Future work
What this study has not examined is what sort of strong baseline should be selected when conducting an experiment. It has been recently argued from a theoretical standpoint that it isn’t necessarily the best idea to compare a new technique against the strongest IR system [Bodoff 2013]. In their tutorial on evaluation Metzler and Kurland [2012] described a series of heuristics for choosing a baseline (see slide 436). They suggested selecting a baseline

— that uses the same “principles” as the technique being tested;
— that sheds light on the hypothesis represented by the technique;
— that “stays within the same framework” as the IR system on which the technique is implemented on;
— that is strong.

There is, to the best of our knowledge, little or no research that tests these principles except the last. Examining baseline selection in more detail is a topic that will be explored in future work.

We also suggest that it might be time to repeat Armstrong et al.’s survey of baseline choices to better understand how much the IR community changed in the light of that paper.
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