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Re-finding is the process of searching for information that a user has previously encountered, and is a common activity
carried out with information retrieval systems. In this work, we investigate re-finding in the context of vertical search,
differentiating and modeling user re-finding behavior within different media and topic domains, including images, news,
reference material, and movies. We distinguish the re-finding behavior in vertical domains from re-finding in a general search
context, and engineer features that are effective in differentiating re-finding across the domains. The features are then used
to build machine-learned models, achieving an accuracy of re-finding detection in verticals of 85.7% on average. Our results
demonstrate that detecting re-finding in specific verticals is more difficult than examining re-finding for general search tasks.
We then investigate the effectiveness of differentiating re-finding behavior in two restricted contexts: We consider the case
where the history of a searcher’s interactions with the search system is not available. In this scenario, our features and models
achieve an average accuracy of 77.5% across the domains. We then examine the detection of re-finding during the early part
of a search session. Both of these restrictions represent potential real-world search scenarios, where a system is attempting
to learn about a user but may have limited information available. Finally, we investigate in which types of domains is re-
finding most difficult. Here, it would appear that re-finding images is particularly challenging for users. This research has
implications for search engine design, in terms of adapting search results by predicting the type of user tasks, and potentially
enabling the presentation of vertical-specific results when re-finding is identified. To the best of our knowledge, this is the
first work to investigate the issue of vertical re-finding.

Categories and Subject Descriptors: H.3.3 [Information Storage and Retrieval]: Information Search and Retrieval

General Terms: Performance, Measurement, Experimentation, Human Factors

Additional Key Words and Phrases: Re-finding Behavior, Search Feature, Vertical, Predictive Models, Difficulty

1. INTRODUCTION
Current search engines extend traditional search results to incorporate answers from a variety of
media types and domains (including, but not limited to, videos, images, and news), which are re-
ferred to as verticals [Arguello et al. 2009]. Modern search engines dynamically merge the results
from different verticals on the main search results page to better satisfy users’ information needs.

One type of search task that is conducted by users is a process known as re-finding: locating an
information item that searchers previously encountered. This is a search task that is both common
[Teevan et al. 2007] and at times challenging for users [Capra III 2006; Elsweiler and Ruthven
2007; Teevan 2006], particularly, if the user cannot remember how they previously encountered the
information item. Detecting re-finding activity while a user is searching might allow a search engine
to adapt results to help the user locate the item they seek.

The fundamental features and re-finding extraction in this paper are based on our previous work on predicting re-finding tasks
and search difficulty [Sadeghi et al. 2015]; however, in this work, new vertical identification approach was proposed and the
features were studied across different verticals and also customized for different explorations such as re-finding predictions
at the early stage of search tasks.
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Original Goal
Q: most visited websites T: 2
C(1): alexa.com/topsites T: 25
C(2): ebizmba.com/articles/most-popular-websites T:17
C(6): youtube.com/watch?v=8g5D Ks3ago T:27
C(8): computerweekly.com/news/one-billion-visits T:30
C(4): en.wikipedia.org/wiki/most popular websites T: 35
C(5): answers.yahoo.com/question/index?qid=200830AAF0

Re-finding Goal
Q: which sites people see more T: 45
Q: frequently seen sites T: 40
Q: web sites frequently seen T: 15
C(4): en.wikipedia.org/wiki/Wikipedia:Popular pages T: 28
C(5): en.wikipedia.org/wiki/most popular websites T: 40
Q: popular websites T: 5
C(4): answers.yahoo.com/question/index?qid=200830AAF0

Fig. 1. Each line presents a query (Q) or a click (C). C(n) indicates the rank of the clicked URL. T: n represents the dwell
time in seconds between queries and clicks. Different documents in different orders might be retrieved in the later visit of
the user (i.e. re-finding goal).

Figure 1 illustrates an example where the user has clicked documents coming from different
verticals in the original search task; however, later on the user is looking for a particular reference
link (re-finding task), but is unable to remember the previous query and where that particular link
was seen (e.g. through the links in a Wikipedia page or Yahoo! answers page, or somewhere else).
If these cases are properly identified, a search engine could guide the user to the particular vertical
reference documents, as the user is not interested in results coming from diverse verticals.

While re-finding has been studied for some time [Teevan et al. 2007], re-finding behavior for par-
ticular topical domains or media types remains a largely unexplored topic. We investigate whether
there are differences between re-finding across these vertical domains and also in comparison to
general web search. We define general search as a task when the user is not aware of the type of
the document that could address their information need and therefore multiple verticals can be ap-
plicable to the user’s task, while vertical search is viewed as retrieval where the domain or media
type of the document is part of the user’s information need. In this study a “vertical” refers to the
topic domain of documents that are listed in the main search result page (regardless of whether the
documents come from specialized collections, or ranked general web results).

The three research questions addressed in this work are:
— RQ 1: What features are effective in distinguishing re-finding tasks in different verticals?
— RQ 2: How predictable is re-finding within each vertical in contrast to searches that are not

re-finding?
— RQ 3: What are the types of vertical documents that users have more difficulty in re-finding?

To investigate if such differences between general and re-finding in verticals can be modeled
and predicted, we examine a set of behavioral search features that distinguish between verticals
when users are re-finding. Then, we evaluate the predictive power of those features in identifying
re-finding tasks from different verticals and general web search tasks. Additionally, user difficulty
when re-finding within each vertical is studied, to determine if more effort is required for re-finding
documents in some verticals than others.

This paper has several contributions including:
— identifying features effective in distinguishing re-finding tasks in different verticals;
— proposing a semi-automated way of vertical identification and minimal labeling exercise;
— predicting re-finding in verticals and distinguishing from general web search, which could con-

sequently lead to adaptability of search results;
— exploring early predictions and different feature group performance in predicting re-finding in

verticals;
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— investigating user’s difficulty in re-finding tasks in verticals, and reporting those verticals that
might be more challenging in re-finding and therefore require improvements for the search ex-
perience of users.

Note that the purpose of this study was not to introduce new features for verticals; instead the aim
was to identify behavioral differences across verticals. In this paper, the fundamental features and
re-finding extraction were from our previous work and are used as a starting point. However, in this
study the problem is different from our previous work, and requires a method for identifying verti-
cals and multi-class classifications. Moreover, the features need to be customized for explorations
in this work. For example we need to compute features to present the early stage of searches for
early predictions.

The rest of this paper is organized as follows. In Section 2 we describe the past research for
both re-finding and vertical prediction. Section 3 explains the datasets and experimental process of
this study, in particular how we identify re-finding in verticals and collect ground truth data. Sec-
tion 4 investigates some key features for the identification of re-finding behavior in verticals. Those
features are used to construct predictive models described in Section 5. Section 6 discusses the real-
time applicability of several vertical classification models. The last research question, regarding the
interplay between vertical domain and difficulty, is addressed in Section 7. The paper concludes
with a discussion and future work Section.

2. RELATED WORK
The following section outlines past studies related to this work under three main categories: re-
finding identification, re-finding difficulty, and vertical selection.

2.1. Re-finding versus General Search Tasks
Re-finding information that the user has seen is defined as the dominant search task in a personal
search context (e.g. as mentioned by Elsweiler and Ruthven [2007], Kim and Croft [2009], and
Capra III [2006]). Personal search covers a range of areas including: desktop search for retrieving
documents on personal computers (e.g. studies by Cutrell et al. [2006] and Dumais et al. [2003]) or
messages from email box (e.g. studies by Elsweiler et al. [2011a,b]; Harvey and Elsweiler [2012]);
and known-item search when the document to be searched has been seen before, even on public
sources like the web (e.g. studies by Elsweiler and Ruthven [2007], Kim and Croft [2009]) or social
media (e.g. studies by Meier and Elsweiler [2014]). Moreover, in the latter studies, personal search
is highlighted as one of the key components for Personal Information Management (PIM) systems.
PIM systems are focused on the methods that individuals use to manage their personal information
including gathering, organizing, maintaining and retrieving on a daily basis [Bergman et al. 2008a,b,
2010; Jones 2007; Lansdale 1988; Rodden and Wood 2003; Teevan et al. 2006; Whittaker et al.
2006, 2010]; where personal search is concentrated on the retrieval part.

Note that the general concept of task is referred to as an atomic information need of the user. To
contrast with re-finding, all other types of search tasks are referred to as general search in this study.

In terms of differences between re-finding and general search, some main points have been dis-
cussed by [Jones and Bruce 2007]. The differences come from the prior experience of the user in
re-finding. This personal experience can bring different levels of knowledge in relation to the tar-
get information (known item), and different levels of expectation to satisfy the need (exact match).
Jones and Bruce argued that relevant information can be recognized more easily in re-finding, since
the target has been seen before. However, sometimes recognizing relevant information in general
finding is easier; for example when users do not have the knowledge of the best existing match, and
they will be satisfied with a result appeared earlier in top results [Jones and Bruce 2007]. Similar
to the prior experience, the prior frequency has been highlighted in a study by Capra III [2006] in
distinguishing re-finding tasks. In other words, re-finding is not only distinguishable from general
finding by occurring in different search sessions, but also sometimes by the frequency of the task in
the same session.
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On the other hand, some points of similarity between re-finding and general search have been
proposed, for example where both search needs should be addressed by the same tools [Jones and
Bruce 2007]. In the third part of a book by Ruthven and Kelly [2013], re-finding has been defined
as a condition that users apply on a general finding task, where a re-finding task of one user can
be viewed as a general finding for another user. The same view has been highlighted by Capra III
[2006] as well.

From discussed studies in this section, the typical retrieval request in the personal context has
been mentioned as re-finding known information items. The prior experience to the information
makes re-finding different from general search tasks. However, in some conditions re-finding can
be seen the same as a general finding. In this work, we will explore how re-finding can be different
or similar to general search tasks.

2.2. Identified Gaps in Re-finding Studies
Past research distinguished re-finding tasks from general web search mainly dependent on repeated
occurrences of queries and clicks [Teevan et al. 2007]. However, it was shown that even after one
hour, people mis-remember keywords around 30% of the time, and therefore might not be able to
repeat the previous search tasks [Teevan et al. 2007]. On the other hand, repeating clicks on search
results might be achieved at the end of search tasks, while users have been struggling from the
beginning of the search. This requires tools for more accurate and possibly earlier identification of
re-finding tasks.

There are studies where re-finding tasks have been distinguished based on some common under-
lying features of recorded tasks that are not content-based (such as the granularity of information to
be re-found [Elsweiler and Ruthven 2007]). However, current examined features in the re-finding
context are limited such as user’s self-reported features (e.g. topic familiarity) [Capra III 2006],or
they are related to a specific search context (e.g. email opening folder) [Elsweiler et al. 2011b].

One strong indication for differentiating tasks is the level of task difficulty [Liu et al. 2010, 2012].
In general web search, behavioural features in search engine use have been highlighted as the main
indication for task difficulties in comparison to the other features such as topic or search experience
[Liu et al. 2012]. In investigations of search engine use, other small scale user studies found it
difficult to distinguish re-finding tasks from general web searches [Capra III 2006]. Larger-scale
query log search features were limited to the level of equal queries and clicks to identify re-finding
[Teevan et al. 2007]. Supervised learning is another technique that was used to identify re-finding;
however, it is limited to the occurrence of equal queries, and difficulty behavioural features in re-
finding tasks have not been studied [Teevan et al. 2007; Tyler and Teevan 2010].

Moreover, there has been research in the general search context, where user’s search task and
difficulty have been studied based on the underlying topic domain such as image retrieval (e.g.
studies by Goodrum and Spink [2001], and Diaz [2009]). However, there is no such a distinction in
the context of re-finding tasks.

In this research, we examine a broader range of behavioural features in a) distinguishing re-
finding tasks from general web search, b) examining different levels of re-finding difficulty, and
c) identifying various search behvaiour and difficulties across re-finding vertical documents. The
following sections will highlight the gap in past research for the introduced problems.

2.3. Re-finding Identification
In one of the first studies on web-based re-finding, Teevan et al. [2007] used query log features to
predict if the same result would be clicked on by a user given that they had re-submitted a previously
entered query. Tyler and Teevan [2010] studied re-finding at the level of sessions, finding that queries
change more across sessions than within. Later, Tyler et al. [2010] examined query features and the
rank of the clicks to identify re-finding.

Capra III [2006], studying 18 search tasks of users, found it difficult to distinguish between
generic web search engine use and re-finding. From a diary study by Elsweiler and Ruthven [2007],
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re-finding tasks were classified using the granularity of the information to be re-found (lookup,
one-item, and multi-item).

Many search features were studied in the related area of predicting task continuation and cross-
session tasks [Kotov et al. 2011; Wang et al. 2013b]. In a study by Kotov et al. [2011], session-
based features (e.g. “number of queries since the beginning of the session”), history-based features
(e.g. “whether the same query appeared in the user’s search history”), and pair-wise features (e.g.
“number of overlapping terms between two queries”) were examined.

Overall, current behavioural features that have been studied for the re-finding context are limited
and dependent on the search history of the user. However, for identifying particularly difficult re-
finding tasks, it would be useful to examine a broader range of features, specifically early in search.
A recent work on identifying re-finding tasks could enable more accurate task distinctions incorpo-
rating more behavioral features [Sadeghi et al. 2015]. However, as yet, no distinctions were made
between re-finding tasks in verticals and in general search. The underlying problem in this work is
different from our previous work, as we need to identify the behavioural differences across different
verticals and in different search stages, which introduces a multi-class problem with customizing
behavioural features early at search.

2.4. Re-finding Difficulty
Re-finding difficulty has also been studied in past research: Capra III [2006] explored a set of fea-
tures including the number of search URLs, task completion time, and the elapsed time between
search tasks, to identify difficulty. He distinguished easy and difficult tasks based on a set of specific
topics (e.g. finding yellow pages vs. flight information). The main indicators of re-finding difficulty
was task frequency, topic familiarity, and determining that target information had been moved from
the web page where it was originally found.

Information being relocated on the web, as well as changes in target document rank position, were
highlighted as a cause of re-finding difficulty by Teevan [2004, 2006]. In observations reported by
the researcher, changes in the path to reach the target information was a stronger indicator of user
difficulty than temporal features such as elapsed time. Elsweiler and Ruthven [2007] studied the
difficulty of re-finding in terms of two features: the granularity of information to be re-found; and
also the elapsed time between re-finding. There were no significant differences in terms of the
granularity feature for task difficulties. However, it appears that longer time gaps could indicate that
users were having difficulties for some types of re-finding tasks.

Although some features were examined for identifying difficulties in re-finding, they are mainly
limited to user’s self-assessed features (e.g. topic familiarity) or target information (moved web
page, or granularity of information) or related to a specific search context (e.g. email [Elsweiler
et al. 2011a] or social network [Meier and Elsweiler 2014]). In general web search, large scale
query log features have been extensively used to predict search difficulty [Liu et al. 2010, 2012],
as well as user frustration, dissatisfaction, or success/failure [Ageev et al. 2011; Hassan et al. 2010,
2013, 2011]. Features ranged from temporal to user behavioural, and search result ranks. Examples
of studied features include time interval between queries, number of clicks with high dwell time,
and mean reciprocal ranks of clicks for each query. Moreover, for different stages at search (e.g.
initial, middle, and end points) different features indicative of difficulty have been investigated in
the general search context (e.g. a study by Liu et al. [2014]). These features can be developed for
the re-finding context, and further incorporated into constructing predictive models, where search
engines could adapt search results based on underlying search tasks. In recent work, Sadeghi et al.
[2015] examined the effect of other behavioral features taken from general web search difficulty
predictions. Although they obtained some level of accuracy to predict whether the user is struggling,
yet there is a gap in the link between difficulties in re-finding and verticals.

2.5. Vertical Selection
The search tasks across different verticals have been studied in the general search context (e.g.
studies by Goodrum and Spink [2001], and Diaz [2009]). In identifying relevant verticals corre-
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sponding to user queries, previous studies have focused on machine learning approaches [Arguello
et al. 2009],[Arguello et al. 2009]. In general those approaches outperform traditional methods em-
ployed for resource selection in distributed information retrieval research [Arguello et al. 2009]. A
machine learning model trained on a labeled dataset is used to predict verticals based on a range of
features.

We categorise the features that have been considered so far under two major groups: content-
based [Arguello et al. 2009; Hong and Si 2013], and related to users’ search behavior [Diaz and
Arguello 2009; Richardson et al. 2007]. The latter group allows classification to be generalized be-
yond the level of queries. Some other work has examined the portability of existing predictions from
available datasets for verticals to which no training set is available [Arguello et al. 2010]. However,
in the context of re-finding, we do not know of any research on predicting different verticals.

3. DATA AND METHODS
To study re-finding behavior in verticals, we analyze searcher behavior in query logs. In this section
we discuss the datasets and experimental process.

3.1. Datasets
The analysis in this paper uses a sample of a query log from two months in June and October 2012,
gathered from the Yahoo! search engine. The dataset included interactions of 7,380,610 unique
users, described by an anonymous user id and a timestamp of when the user started searching.
Logged events included submitted queries, the URL & rank position of clicked search results, and a
timestamp for each event. The terms of service and privacy policies of Yahoo! were strictly followed.

Different log segmentations have been proposed in past research including sessions, goals, and
missions as defined by Jones and Klinkner [2008]:

— A session is identified based on a fixed timeout in user activity.
— A goal is composed of a group of related queries and corresponding clicks submitted by a user.
— A mission segmentation includes related but multiple information needs.

We focus on goal segmentations as the representative of a task in this work, since a goal is related
to an atomic search need; while missions identify multiple information needs. Previous work has
also shown that goals are more accurate than session timeouts for identifying task boundaries.

To extract task boundaries for goal segmentations, Jones and Klinkner developed classifiers to
identify the relatedness between queries to be considered under the same task. The developed clas-
sifiers are based on four types of features as follows:

— Temporal features: Examples of temporal features are inter-query time, and whether the queries
are sequential in time. It was shown that the temporal features might not be effective in detecting
task boundaries by themselves; however, they are helpful jointly with other features.

— Edit-distance features: The main idea for edit-distance features is that common words between
queries could increase the chance of query relatedness for a task. This type of features is in
two levels of character-edit distance for spell corrections and common stems (e.g. number of
characters in common starting from the left), and word-level features (e.g. number of words in
common).

— Query log features: The type of query log features is for identifying semantic relationships
between queries, particularly useful when there is no syntactic commonalities. The researchers
used the log-likelihood ratio scores to identify pairs of queries which happen together not by a
chance.

— Web search features: This category of features measures the relatedness between queries based
on the commonalities between the terms of their corresponding search results.

The goal identification approach discussed above has recently been used for a task discovery with
an accuracy of 92% [Lucchese et al. 2013]. We used the same approach for identifying goals in this
work.
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Sequential goals from a user:
{G1, G2, ..., Gn} n: Number of goals extracted for a user.
Examples of paired goals
< G1, G2 >,< G1, G3 >, ..., < G1, Gn >,
< G2, G3 >, ..., < G2, Gn >, ..., < Gn− 1, Gn >

Fig. 2. Pairing search goals from one user to identify potential re-finding goals. G: a search goal generated by the user.

As a basic constraint, re-finding happens over time for each user. Therefore, we ordered all goals
from the same user by their timestamp, and all possible goals were paired, as shown in Figure 2.
However, we did not consider paired goals that occurred less than thirty minutes apart, since we
were not interested in short-term re-finding. Note that we did not apply this time constraint for the
identification of a goal, since there are related queries belonging to a task that are interleaved with
queries from the other tasks in a short time interval. First we identified the possibly interleaved tasks
through the goal classification proposed by Jones and Klinkner. We then applied the time constraint
of the short-term re-finding removal on the output of the goal classification.

This pair-wise approach has been previously used to identify potential re-finding goals [Sadeghi
et al. 2015]. The first goal in a pair is referred to as the original, and the second as the potential
re-finding goal. Next we discuss how to identify whether the latter goal indicates re-finding or not.

3.2. Method for Identifying Re-finding Goals in Verticals
The proposed method of this study for identifying re-finding goals in verticals employed supervised
machine learning models, where labeled training sets are required. In order to generate a labeled
training set, we needed two types of information: first, was the potential re-finding goal representa-
tive of a re-finding task or not; and second, which vertical should be associated with the re-finding
target document. To generate sufficient labeled data, and in order to optimize manual assessment
efforts, we employed signals of re-finding and vertical selections that can be applied automatically
to our datasets.

Regarding the automatic identification of re-finding, a final last click on a common URL in two
paired goals (referred to as exact last clicks) has been identified in previous work as a strong feature
of re-finding activity. Specifically, on average, 94.1% of paired goals with the exact last clicks
feature were identified as representing re-finding, and the item clicked at the end of the goal was the
target of the re-finding [Sadeghi et al. 2014]. The illustration in Figure 1 is an example of a paired
goal with exact last clicks (answers.yahoo.com/question/index?qid=200830AAF0).

When labelling, assessors were presented with the paired goals and were asked “Do you think
that in the second search the user is re-finding document(s) that were found in the first search?”
(Possible responses were “yes”, “no”, “not sure”.) “Re-finding” was defined as repeat searching

Table I. Examples of detailed guidelines as seen by assessors for identifying re-finding.
Hint Title Description
Exact repetitions in queries/clicks — By comparing queries in the original search task with queries in the potential

re-finding task, if the exact queries have been repeated, it could be a signal of
re-finding.

— The same comparison for the repetitions in clicks is applicable. If the intermedi-
ate clicks in the paired search tasks have been repeated, it could be an indication
of re-finding.

Common or semantically related query terms
— By comparing queries in the original search task with queries in the potential

re-finding task, if they are not exactly the same, but semantically related, it could
be a signal of re-finding.

Common terms between queries and clicks
— Commonalities between the terms of queries of the potential re-finding and the

terms in the clicks of the original search could be a signal of re-finding. (or vice
versa: commonalities in the terms of the original queries with the terms in the
clicks of the re-finding)
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Paired Goals (100%)

No URL Overlapped (89.11%)

Non Navigational (30.98%)Navigational (58.13%)

URL Overlapped (10.89%)

Non Exact Last Click (5.01%)

Non Navigational (2.20%)Navigational (2.82%)

Exact Last Click (5.88%)

Non Navigational (1.29%)Navigational (4.59%)

Fig. 3. The percentage of paired goals where the second goal consists of a single query and a single click (i.e. Navigational),
or more than one query and one click (i.e. Non Navigational).

for a document that was previously found, and therefore, if the user seems to be interested in any
other documents in the second goal, the search would be labeled as “Not Re-finding” regardless of
whether it is a related sub-task to the original goal or not. Twelve assessors were recruited from
RMIT university to participate in labelling query logs. They were post-graduate students from dif-
ferent disciplines in the school of Computer Science. Two levels of guidelines were provided in
labelling experiments. In the initial level of guidelines, the only hints given to assessors were a
set of examples of re-finding and not re-finding tasks. In the detailed level of guidelines, in addi-
tion to the examples provided in the initial guidelines, more detailed instructions were provided to
the assessors. The examples of detailed instructions regarding the identification of re-finding are
illustrated in Table I, where some hints are provided in terms of the content of queries and click
URLs. Further details in regards with the labelling experiments are available from our previous
work [Sadeghi et al. 2014].

In order to determine which vertical (topic domain) the commonly clicked item is associated with,
the last item clicked was matched to web sites that would be searched by a vertical search engine.
The web analytics site Alexa provides a categorisation of web pages into vertical categories. We
used the top 50 websites for the major verticals in our analysis.1 The rank of the websites in Alexa
is calculated based on the number of daily users and pageviews over the past month. Note that
although this vertical selection approach is focused on top websites from Alexa, it includes verticals
from the specific search engine that we study even broader in scope. An in-depth analysis indicated
that the vertical categories of “movie”, “news”, “reference”, and “image” were the most frequent in
our dataset. Examples of these verticals in our dataset are illustrated in Table II. As the incidence of
clicked pages from other verticals were low in number, we did not consider them in this study.

We manually verified the vertical selection process. A set of 200 paired goals (50 items per
vertical) with more than one query and click were randomly selected and manually verified by a
judge. The percentage of agreements between manual labels and identified verticals from Alexa
was around 84%. This is in line with levels of inter-rater agreement for the labeling of paired goals
in past research [Sadeghi et al. 2015], giving us high confidence in the approach.

3.3. Ground-truth Dataset
Using the vertical selection process, we generated a dataset consisting of instances from each ver-
tical category labeled as image re-finding, reference re-finding (e.g. Wikipedia, Yellowpages, etc),
movie re-finding, and news re-finding. An analysis of the vertical dataset showed that 82.3% of the
paired goals consist of only one query and one click. This indicates that they are most likely to
be navigational queries. As one focus of this work is on detecting re-finding difficulties, we re-
quire goals with a higher number of interactions. Therefore, we removed navigational goals from
our dataset using a set of rules taken from previous work [Sadeghi et al. 2014]. For example, paired

1http://www.alexa.com/topsites/category categories accessed on 25/02/2014.
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Table II. Examples of 10 random out of top 50 websites known for
verticals.

Image
myfreecams.com, photobucket.com, mashable.com, tineye.com,
istockphoto.com,everystockphoto.com, photo.net,
images.yahoo.com, gettyimages.com, freeimages.com
Reference
whitepages.com, stackoverflow.com,wikipedia.org,
urbandictionary.com, yellowpages.com, answers.yahoo.com,
thefreedictionary.com, thesaurus.com,wiki.answers.com,
wordreference.com
Movie
fandango.com, movieweb.com, movies.yahoo.com, comingsoon.net,
topdocumentaryfilms.com, moviefone.com, rottentomatoes.com,
filmaffinity.com, boxofficemojo.com, nextmovie.com
News
theguardian.com, news.com.au, news.yahoo.com, foxnews.com,
nytimes.com, cnn.com, bbc.co.uk/news/, news.google.com/,
nbcnews.com, washingtonpost.com

goals, where the re-finding goal includes queries with top domain names (e.g. “Youtube.com”) were
removed. Examples of filtering rules are illustrated in Table III.

Among the remaining non-navigational paired goals across the four vertical groups, the “image”
vertical has the minimum size, consisting of 297 pairs. To create a balanced dataset, this same
number of pairs was randomly selected from the non-navigational instances of the other vertical
categories.

We also require not re-finding instances to determine differences between re-finding in verticals
and general web search tasks. In previous work [Sadeghi et al. 2015], examples of paired goals that
were not necessarily ended with exact last clicks and were not re-finding were detected by a human
assessor. We used the same approach and identified examples of general search tasks, and a random
sample of 297 not re-finding instances were added into our dataset. This dataset, with a total size
of 1,485 (5 × 297) paired goals, is used for constructing predictive models in this study. Note that
we did not select the not re-finding examples per each vertical, as in this study they are used for
comparing a re-finding task against a general search, and not comparing these two contexts given
a particular vertical. In general search, it happens that the user does not target any specific vertical
domain in advance; whereas, in re-finding it is more likely that the user is looking for a specific
document in a specific vertical type from the beginning of the search. Studying general searches
in specific verticals is not the purpose of this study and therefore, they are not considered in our
dataset.

3.3.1. Limitations. Note that working with a relatively small dataset does not necessarily reflect
that the re-finding problem we study is small; rather, applying our set of filtering rules gives us a

Table III. Filtering rules for identifying challenging re-finding goals.
Filtering Rule Description Example
Top domain signals in query Excluding paired goals including top domain

names in their queries in the re-finding goal (Top
domains were identified through top 50 ranked
websites from Alexa.com.)

“Youtube”, “Facebook”, ...

Navigational signals in query Excluding paired goals with queries containing
signals of URL addresses in the re-finding goal

“www”, “.com”, “.aero”, ...

Navigational signals in clicks Excluding paired goals with clicks containing
“login” or “signup” in the re-finding goal

https://login.yahoo.com/

Navigational signals in query
and domain names

Excluding paired goals where in the re-finding
goal there is a query equal to the domain name,
or the domain name is the merge of words in
query, or the domain name is the corrected spell
of the query

query: “banana” with the click of “banana.com”,
query: “bank net”, click: “netbank.com”, query:
“youtibe” with the click of “youtube.com”
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dataset where we will find a concentration of re-finding problems. Although focusing on the exact
last click pairs is limited in the number of likely non-navigational goals, it enabled us to identify
re-finding across verticals with reasonable accuracy while minimizing manual labeling efforts.

From Figure 3, we see there are other types of re-finding where overlaps between clicked URLs
exist (i.e. URL Overlapped), but not necessarily in the last click of the goal (i.e. Non Exact Last
Click). Moreover, in a re-finding identification study by Sadeghi et al. [2015], the authors mentioned
that there are re-finding types with no overlapping in the clicked URLs of paired goals, which are
referred to as No URL Overlapped paired goals, such as ‘‘cases where the URL has changed by
the time that re-finding is attempted, but the corresponding web document is the same; or when
the user has failed to reach the same target document, thus having the same task but not resulting
on overlapping URLs”. While these cases might be more likely to include non-navigational re-
finding with more number of interactions, identifying such cases is challenging from a query log
study [Sadeghi et al. 2015], and it is left for future work.

Moreover, for the identification of verticals, we focused on the vertical domain list from the search
engine and top known domains from Alexa, where paired goals with exact last clicks were classified
into different verticals matching the domain of the last click with the vertical list.

Although query log approach has been extensively used in different IR studies on search behavior,
the particular design of search interface might influence on the user behavior and consequent find-
ings. As future work, we plan to study the impact of search interface on user behavior in re-finding
vertical documents and identify behavioral patterns across different search engines.

4. FEATURE VARIATIONS IN VERTICALS
In this section we discuss features for identifying re-finding behavior in verticals and investigate
their variability across the different vertical categories on the ground truth dataset.

4.1. Features
To distinguish re-finding behavior within vertical domains and also from general search, a set of 124
features were examined from a study on predicting re-finding tasks and search difficulty by Sadeghi
et al. [2015]. The authors have explained the complete set of features, ranging from those that are
related to the content of queries and documents, to search behavioral features. We turn to behavioral
search features because the type of content and its richness would vary across verticals. These type
of features are also potentially reflective of search difficulties. The features are calculated from the
paired goals in our datasets, and we used the same terminology as proposed in Sadeghi et al.’s
work; the first goal is referred to as the original goal, and the second is the re-finding goal. Some
features are specific to the context of re-finding (e.g. “days between paired goals”), some are more
representative of a general search behavior (e.g. “goal length in number of queries”), and others
could be potential indicators of search difficulties (e.g. “fraction of queries for which no click”).

In terms of computation, some features only require information from the re-finding goal (e.g.
“re-finding goal length in number of all queries”), some are calculated based only on the original
goal (e.g. “original number of engaged clicks”, i.e. the number of clicks with dwell time greater than
30 seconds), and others require access to both goals (e.g. “re-finding mean dwell time of common
clicks”, which requires the identification of common clicks between paired goals). The first category
of features is referred to as history-independent, as they do not need information from the previous
searches of the user and can be computed from the re-finding goal. However, the latter features that
require access to the original goal, the previous search of the user, are named as history-dependent
features. Note that these two feature categories have no intersection, and they are used in the next
sections for different analyses considering the availability of past search information.

We also consider re-finding without knowledge of the original user goal, as past research has
mentioned that re-finding could also occur without an original search: often users employ a search
engine to find something they saw in another context (item found while browsing on the web or
shown to them by a colleague or on social media) [Sadeghi et al. 2015].
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Table IV. Features that significantly distin-
guish one vertical from the other three.
Based on a Kruskal-Wallis test followed by
Kruskalmc: Multiple comparison test after
Kruskal-Wallis (p− value < 0.05).

image from movie, news, & reference
re-finding min inter-click time
original effective search time
original total dwell time after queries
movie from image, news, & reference
re-finding goal unique clicks count
original mean query length of all clicks
original mean query length of common clicks
news from image, movie, & reference
equal query elapsed time

4.2. Feature Performance
We use statistical analysis to distinguish between verticals. As the data may not meet the normality
assumptions of ANOVA, we used the non-parametric Kruskal-Wallis and Kruskalmc as Multiple
comparison test after Kruskal-Wallis [Siegel and Castellan 1988]. Features that significantly (p <
0.05) distinguish one vertical from the other three are listed in Table IV.

The distinctive features of the “image” vertical are more time-based. For example, the minimum
time between clicks (“re-finding min inter-click time”) was a strong feature in image re-finding,
as was (“original effective search time”), which measures dwell times in the original goal. Also,
the total time spent between issuing queries and other search events (e.g. clicks or reformulated
queries) was distinctive for the original goal of an image re-finding (“original total dwell time af-
ter queries”). The significance and higher average of the time-based features, suggest that users
took longer to locate this type of information than the other verticals. This suggests the require-
ment of improving search result summaries in image search. The difficulty of image searching was
also mentioned by Tseng [2012] in comparison to video type of documents. Although time-based
features are highlighted for image re-finding, past research in non re-finding context showed that
query-based features are distinctive for image searches [Goodrum and Spink 2001]. As an example,
in a study by Jansen et al. [2000], image queries were longer in comparison to searches for the video
type of documents, which was not distinctive in the re-finding context.

In “movie” re-finding, the number of unique (not repeated) clicks in the re-finding goals (“re-
finding goal unique clicks count”) was lower than other verticals, suggesting that users are more
successful in re-finding movie documents in comparison to other verticals; however, in non re-
finding context, it appears that the number of clicks in targeting the video type of documents is
higher in comparison to the news documents [Sushmita et al. 2010], which is not the same as the re-
finding context. Moreover, the length of queries in the original goal of movie re-finding (“original
mean query length of all/common clicks”) was longer than other verticals. This is in contrast with
past research, where the queries for the video type of documents were shorter in comparison to the
image searches, which can be due to long names associated with entities in movies.

The distinctive features of “news” re-finding was a longer time gap between the original and re-
finding goal (“equal query elapsed time”). This suggests that users wish to re-find this item over
longer time period than information covered by other verticals.

There are other features that are not uniquely distinctive. For example, for re-finding “reference”
documents, there are features distinctive from “images” and “news”, but not “movie”. The examples
of these features include “re-finding mean time to the first query clicks”, “re-finding number of
clicks per query”, and “fraction of queries with no click”. Another feature that distinguishes the
“news” from “movie” and “reference” is “the number of engaged clicks”, counting clicks with
dwell time greater than 30 seconds. However, considering the total number of clicks, this number
is lower for the news documents in comparison to the video type of documents in non re-finding
context [Sushmita et al. 2010].
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There are features that were significantly distinctive for more than one vertical. For example, the
mean value of the reciprocal rank of the common clicks were distinctive in re-finding both “refer-
ence” and “movie” documents in comparison to all other verticals, which could be representative of
particular system performance for these two verticals. Although there might be similarity between
verticals, in this work the primary focus is on identifying distinctive behavior in single verticals.

In addition to such distinguishing features there could be other effects from interactions between
features. Moreover, we have not yet considered how accurate the features are for predicting re-
finding in different verticals. To address these questions, we build a set of predictive models from
these features in the next section.

5. PREDICTION MODELS OF RE-FINDING IN VERTICALS
In this section we build classification models to assess whether the vertical to which a re-finding is
targeting can be predicted and differentiated from general web search. We also discuss the perfor-
mance of classifications in this section.

Distinguishing multiple verticals can be cast as a multi-class classification problem. We build
multiple binary classifications for each vertical as suggested in the past work (one-versus-all
method) [Diaz and Arguello 2009]. We used Support Vector Machines as our classification model,
trained with the Sequential Minimal Optimization (SMO) algorithm with a default poly kernel set-
ting, as this algorithm has been shown to work well in broadly similar classification scenarios [Tee-
van et al. 2007]. Five binary classifiers were trained using the dataset described in Section 3.3. We
applied a set of mappings for generating corresponding binary training sets. As an example, for im-
age re-finding predictions, all “image” labels in training sets were mapped as “yes”, and the labels
for other verticals and not re-finding were mapped as “no”. The same approach was taken for gen-
erating binary training sets for other verticals. In addition to the verticals we build a training set for
generic re-finding, where re-finding goals would be predicted regardless of the type of vertical. For
creating a corresponding binary training set for generic predictions, we mapped all “not re-finding”
labels to “no”, and the rest of vertical labels were mapped to “yes”, as they are all re-finding goals.
In this section two different prediction problems were studied using available training sets. First
differentiating re-finding in a particular vertical from other verticals and general searches, where
the positive instances in training sets are re-finding searches in that specific vertical and negative
instances come from re-finding in other verticals and also not re-finding searches. Second, with the
aim of identifying the differences between re-finding and general searches, for the positive instances
we include all the re-finding instances regardless of the type of the vertical and negative instances
are from not re-finding searches.

We report the F-measure as a performance metric, calculated as an overall weighted average of
F-measure scores per binary class. We also report precision and recall scores. We employed a 10
times 10-fold cross-validation approach, which repeats 10-fold cross- validation and measures the
average of the obtained results, as recommended for comparing classification models [Nadeau and
Bengio 2003]. We used a paired two-tailed t-test to test for statistically significant differences in
effectiveness. Unless otherwise specified, p-values below the 0.05 level are interpreted as being
statistically significant. Using the training set and features described in Sections 3.3 and 4.1, we
constructed different classification models for predicting re-finding in verticals. We first report re-
sults from predictions using all features. Second, we analyse the effects of using different feature
sets (both dependent and independent of original goals) on the prediction performance.

5.1. Overall Predictions
Using all features discussed in Section 4.1, we constructed five binary classification models with
binary class labels for each model. We also replicated a model proposed by Teevan et al. [2007]
as a state of the art baseline, which used features limited to the level of equal queries (e.g. elapsed
time of occurring equal queries between original and re-finding, the length of equal queries, and
the number of common clicks of equal queries between original and re-finding pairs). Note that
the baseline classification model does not consider features at the level of goals, and only predicts
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Table V. Accuracy of classifications for re-finding in verticals using P: Precision, R: Recall,
and F: F-measure. Baseline is the re-finding classification proposed by Teevan et al. [Teevan
et al. 2007]. Scores are reported in percentages.

Image Reference Movie News Generic Baseline
Re-finding Re-finding Re-finding Re-finding Re-finding

Predictions
P: 86.6 P: 89.7 P: 84.6 P: 80.7 P: 97.5 P: 92.0
R: 87.3 R: 89.3 R: 85.1 R: 82.6 R: 97.5 R: 92.2
F: 86.9 F: 89.5 F: 84.8 F: 81.6 F: 97.5 F: 92.1

Table VI. Accuracy of classifications for re-finding in verticals using P: Precision, R: Recall, and F: F-
measure. The first row of the result shows overall scores per binary class for each classifier based
on only history-dependent features; whereas the second row of the results are based on history-
independent features. Baseline is the re-finding classification proposed by Teevan et al. [Teevan et al.
2007]. Scores are reported in percentages.

Image Reference Movie News Generic Baseline
Re-finding Re-finding Re-finding Re-finding Re-finding

History-dependent
P: 85.7 P: 89.5 P: 83.8 P: 75.5 P: 97.6 P: 92.0

Predictions
R: 86.5 R: 89.0 R: 83.8 R: 80.2 R: 97.6 R: 92.2
F: 86.1 F: 89.2 F: 83.8 F: 77.8 F: 97.6 F: 92.1

History-independent
P: 82.1 P: 74.2 P: 71.4 P: 72.1 P: 83.5 not

Predictions
R: 81.8 R: 79.9 R: 79.8 R: 79.9 R: 84.8 supported
F: 81.9 F: 76.9 F: 75.4 F: 75.8 F: 84.1

re-finding when the user can repeat their queries at the re-finding time. However, we incorporated
information about search goals, which is broader than the query level.

The results for classification models are reported in Table V. As the baseline classifies whether
equal queries could lead to repetition in clicks regardless of the type of the vertical, we compared our
“generic re-finding” classification against the baseline, where we could obtain a relative significant
improvement of 5.9% in terms of F-score. The more accurate re-finding prediction in comparison to
the state of the art can be due to the broader feature sets (at the level of goals), which we considered
in our prediction models. In further analysis, we compared the performance of vertical predictions
against the more accurate classification model from the “generic re-finding”.

We investigated the prediction results from two viewpoints. First, we compared the prediction
performance of re-finding in each vertical with the “generic re-finding” group. It can be seen that
“generic re-finding” obtained the highest accuracy with an F-score of 97.5. Although it is reason-
able to expect that providing more fine grained re-finding distinctions (detecting a corresponding
vertical) would be more challenging than distinguishing re-finding from a general search task, we
were interested in the effect size. Comparing the overall performance of each vertical classifier with
the generic group in Table V, “reference” most closely approaches the performance of “generic re-
finding” with an F-score of 89.5, while “news” is most different (F-score: 81.6). This indicates that
search behavior in re-finding “reference” documents is more distinctive than other verticals, relative
to the generic group. Although distinctive features for re-finding “reference” documents against all
other verticals were not identified in Section 4.2, here “reference” prediction models obtained the
highest accuracy among verticals, which could be due to the interactions between features that were
not considered in Section 4.2.

As a second viewpoint, we investigated significant differences in re-finding predictions only
within verticals, which are the first four columns in Table V. For pair-wise comparisons within
vertical predictions, two-tailed t-tests were carried out on 10 times 10-fold cross-validation runs,
as recommended in past research [Nadeau and Bengio 2003]. This showed statistically significant
differences between each pair of the four verticals (p < 0.05). These results suggest that re-finding
goals are indeed distinguishable across verticals.

5.2. History-dependent vs. Independent Predictions
Information from the original goals could make predictions easier for identifying re-finding in ver-
ticals, particularly when it can be directly established that the user is repeating previously submitted
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Table VII. Accuracy of classifications for re-finding in verticals using P: Precision,
R: Recall, and F: F-measure. The first row of the result shows overall scores per
binary class for each classifier based on only query-based features; whereas the
second row of the results are based on click-based features. Scores are reported
in percentages.

Image Reference Movie News Generic
Re-finding Re-finding Re-finding Re-finding Re-finding

Query-based
P: 71.6 P: 64.0 P: 72.5 P: 64.0 P: 93.2

Predictions
R: 79.9 R: 79.9 R: 79.6 R: 79.8 R: 93.2
F: 75.5 F: 71.1 F: 75.9 F: 71.0 F: 93.2

Click-based
P: 86.3 P: 89.7 P: 85.7 P: 76.9 P: 97.3

Predictions
R: 87.0 R: 88.9 R: 83.4 R: 80.5 R: 97.3
F: 86.7 F: 89.3 F: 84.5 F: 78.7 F: 97.3

queries and clicks. However, this information might not be available for search engines at re-finding
time, for example because of the user not being logged into the search engine, or due to having
originally found the item by browsing rather than searching [Sadeghi et al. 2015]. In this section we
investigate the accuracy of the vertical predictions with and without accessing information in the
original of the paired goals. As explained in Section 4.1, a subset of features that require accessing
original goals are referred to as history-dependent features, while features that can be computed
based only on the re-finding part of paired goals are history-independent. Note that these two sets of
features are separated and there is no intersection between them. The performance of classifications,
categorised by these feature groups, is shown in Table VI.

Given that the baseline is limited to equal query features (see Section 5.1), and does not sup-
port history-independent features, we compare the performance of vertical predictions against the
“generic re-finding” group. The lack of access to the original goals (the row labeled History-
independent in Table VI) decreases the overall accuracy of the classifiers, either in comparison
to history- dependent predictions, or predictions using all features (Table V). It can also be seen that
despite the overall reduction in effectiveness, identifying “image re-finding” is less dependent on
the original goals with an F-measure score of 81.9 compared to the other verticals, as it suffered the
least amount of reduction. On the other hand, “reference re-finding” appeared to be more substan-
tially affected by excluding history-dependent features with an F-score of 76.9. The performance
of “movie” and “news” predictions independent of search history were similar with an accuracy of
75.4 and 75.8 respectively, whereas they were different using all features in Table V (84.8 vs. 81.6).
This suggests that distinctive features for these two verticals are mainly from the original goals;
examples of theses features were discussed in Section 4.2.

5.3. Query vs. Click-based Predictions
As another exploration on feature groups, we compared the performance of query versus click-based
features for vertical predictions in Table VII. Examples of query-based features are: ‘inter-query
time’, ‘queries per second’, and click-based features include ‘inter-click time’ and ‘time to the first
click’. Features that are dependent on both queries and clicks, such as ‘effective search time’ were
not considered in this exploration. This way of grouping features, which was motivated by general
web search studies (e.g. a study by Hassan et al. [2013]), is particularly useful for predicting re-
finding in verticals for non-clicking users.

It seems that in vertical predictions click-based features are more effective than query-based fea-
tures, as the average F-score for only click-based features across verticals is 84.8% ,whereas for
query-based features is 73.4% from Table VII. In comparing this table with the prediction results in
using all features in Table V, the performance of click-based features almost approaches the overall
performance using all features. This may suggest that it is more challenging to identify re-finding
in verticals using only query-based indications of user behavior. Although this task of vertical iden-
tification using query-based features is challenging, it is more predictive for the ‘movie’ vertical
in comparison to others. This may indicate more distinctive query behavior in movie searches in
comparison to other verticals.
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Table VIII. Top five highest and lowest ranked features by an SVM classifier.

Highest Ranked Features Lowest Ranked Features
common click in relation to last click re-finding advanced query syntax
original next page ranked clicks count original ended with query
re-finding min goal position of common clicks both goals ended with query
re-finding last click rank original advanced query syntax
original last click rank same rank common clicks

5.4. Feature Importance Analysis
To better illustrate the importance of underlying features in the predictions of verticals we employ
the algorithm proposed by Guyon et al. [2002], which has been used for feature selections in multi-
class problems. This algorithm ranks the importance of features by the square of the weight assigned
by an SVM classifier, where features are ranked for each class using a one-versus-all method, and
then from the top features of each class, a final ranking is generated.

Table VIII shows the top 5 highest and lowest ranked features. These features are different in
comparison to the features discussed in Section 4.2 using Kruskal Wallis test, which could be due to
considering the interactions between features in the feature selection algorithm. The top feature of
“common click in relation to last click”, which indicates whether there is a common click repeated
at the end of either original or re-finding goal, is particularly important in distinguishing re-finding
from general search tasks. The number of clicks ranked beyond the first page in the original search
(“original next page ranked clicks count”) is important in predictions across verticals. In previous
work, position in the goal is defined in terms of the number of queries and clicks from the beginning
of the search [Sadeghi et al. 2015]; in our experiments, the earliest position in the re-finding goal
where a common click with the original goal occurs (i.e. “re-finding min goal position of common
clicks”) is also important in predicting verticals. The rank of the last click (in either re-finding or
the original goal) is another highly predictive feature across verticals.

Among the features with the lowest ranks, existing advanced syntax such as quotes in queries
(“re-finding/original advanced query syntax”), or ending search tasks with query (“original/both
goals ended with query”), or whether the common clicks between paired goals are in the same rank
(“same rank common clicks”) are not as important as other features in predictions across verticals.

Overall, in building our predictive models, there are important features, which are specific for re-
finding context and also essential for the prediction of verticals. These specific re-finding features
make our models different from existing vertical predictions in the general web context.

To further investigate the importance of these features, we examined the performance of our
prediction models by removing the features that are specific for re-finding, and also related to com-
monalities between original and re-finding goals particularly in terms of queries and clicks. In other
words, if a feature can be computed on either re-finding or original goal in an isolated way, then the
feature would remain in the feature set. The removed subset of features (as shown in Table IX) is
indicative of differences between the re-finding and general vertical context; in the latter, the com-
monality between searches by the same user would not be applicable. This feature removal resulted
in a significant decrease in the performance of our models, by 7.1%, 19.0%, 39.4%, and 42.9% for
image, news, movie, and reference verticals respectively. This suggests that the re-finding-specific
features are essential for the prediction of verticals in the re-finding context, while features that
can be computed independently of search commonalities are not adequate for vertical re-finding
prediction.

Moreover, despite the focus of past research on content and query-based features for predicting
verticals [Arguello et al. 2009], it appears that click-based features can also be important in the
prediction of verticals. As an example, for the prediction of image searches, we assumed that the
query length might be effective in the performance of the model, as it has been suggested as a
distinctive feature for image searches (e.g. [Jansen et al. 2000]); however, building image re-finding
models on the query length feature was 3 times less effective than a model based on the position
of common clicks between re-finding and original searches. This may suggest that for re-finding
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Table IX. A subset of re-finding specific features related to the
commonalities between the re-finding and original goals.

equal query class
equal query elapsed time
equal query length
equal query no. of common clicks
query overlap/ URL overlap
no. of common clicks
common click in relation to the last click
same rank common clicks
re-finding mean query length of common clicks
re-finding mean dwell time common clicks
re-finding mean relative dwell time common clicks
re-finding mean query click counts of common clicks
re-finding mean reciprocal rank of common clicks
re-finding next page ranked counts in common clicks
re-finding no. of repeated common URLs
re-finding total time to reach to the first common click
re-finding first common click rank
re-finding mean relative common clicks goal position label
re-finding min goal position of common clicks
re-finding max goal position of common clicks
re-finding mean relative goal position of common clicks

context, in addition to the search content, the contextual and behavioral features can also be essential
in predicting verticals.

5.5. Prediction Error Analysis
In this section, we perform an error analysis in order to determine the reasons for classification errors
in the different classifiers. Using an SVM classifier and 10-fold cross-validation test, we evaluated
a multi-class classification model on our training set including all five class labels, to examine
which instances are incorrectly identified and which wrong labels were associated. In total, there
were 20 categories of errors (5 × 4), where each of the five class label can be misclassified by the
other four labels. The most frequent errors with 12.8% of incorrectly identified instances were for
“news” re-finding, which was mostly mis-classified with “movie” re-finding. We randomly sampled
20% of mis-classified instances from each category of the errors to study the underlying reason for
such failures. Although for some errors it was difficult to detect underlying causes, we were able
to identify two common types of errors due to misleading behavioral indications, and limitations
in the labeling of vertical selections. These occur in 34.4% and 3.1% of the sampled instances,
respectively.

5.5.1. Misleading Behavioral Indications. One type of error is because of the similar behavior of
users in re-finding a vertical document to another type in terms of an indication that is distinctive
for that vertical. For example, the rank of the last click in the original goal is an important feature,
particularly in predicting “image” re-finding it appears that it is likely for the user to click on the
suggestion results from the search engine. There were cases where the user is looking for another
type of document (e.g. movie) but with a similar behavioral pattern, which seems to result in mis-
classification (see Figure 4).

5.5.2. Limitations in Vertical Selection. The other type of errors that occur for a particular type of
search task are due to the limitations in the current vertical selection approach, which is based on the
domain type of the last click in search (as discussed in Section 3.2). There are types of search tasks
where the user might need to re-find a particular type of document (e.g. a movie) through a news
website as illustrated in Figure 5. Here due to our vertical identification approach, the “news” label
is considered as the true label, whereas the underlying need of the user is a document in the “movie”
type. Due to the limitations of the underlying training set, this is reported as a mis-classification. In
future work, we plan to explore more complex labeling schemes that allow items to be in more than
one category.
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Original Goal
Q: harry potter and the deathly hallows T: 2
C(3): youtube.com/watch?v= EC2tmFVNNE T: 20
C(): movies.yahoo.com/movie/1810004624/info
Re-finding Goal
Q: potter T: 11
Q: trailer harry potter T: 50
Q: trailer harry potter and the deathly hallows T: 5
C(2): movies.yahoo.com/movie/1810004624/info

Fig. 4. An example of mis-classification between image and movie documents. The click without rank, c() in the original
goal means a suggestion click from a search engine.

Original Goal
Q: jumps on dead whale T: 2
C(1): dailymail.co.uk/news/article-2816706 T:25
C(3): youtube.com/watch?v=7A3M8X5RE2A T: 20
C(4): bbc.com/news/world-australia-29876477 T: 10
C(5): cnn.com/video/man-rides-dead-whale
Re-finding Goal
Q: whale climbing T: 35
Q: jumping on a whale T: 10
C(3): youtube.com/watch?v=7A3M8X5RE2A T: 5
Q: Australian man riding a dead whale T: 5
C(2): cnn.com/video/man-rides-dead-whale

Fig. 5. An example of mis-classification between news and movie documents.

In this section we focused on the potential errors in the classification techniques, as the phase
of detecting re-finding and verticals in this study were mainly automatic. However, extending la-
beling schemes with collecting user self-assessed reports will introduce different types of errors,
particularly in terms of factors influential in user behavior, which we plan to study in future work.

6. EARLY PREDICTIONS
The previous section shows how prediction models for re-finding goals in verticals could obtain
a reasonable level of accuracy without accessing the corresponding original goals. In this section
we examine the effectiveness of predictions across a developing search goal, using real-time in-
teractions while the user is searching. For this examination, we used our training set explained in
Section 3.3 focus on non-navigational paired goals. This class of task includes longer re-finding
goals, which are therefore more amenable to time-based analysis, unlike the majority of naviga-
tional paired goals that consist of a single query and click.

To build classification models at the early stages of a goal, we need to construct appropriate train-
ing sets since our current datasets are based on features computed over information from the entire
re-finding goals. Among the features described in Section 4.1, although some features can be mea-
sured at the early stages of a goal (such as “time to first click”), others naturally require accessing
the whole goal to be computed (for example, “total dwell time after all clicks”). To customize our
training sets for the current investigation, instead of only incorporating features based on whether
they can be computed on a real-time basis or not, we computed all features but given only the par-
tial interaction information up to the stages in the re-finding goal currently under consideration. We
studied early stages in re-finding in terms of two aspects: a) time dedicated to search, and b) the
number of issued queries and clicks.

6.1. Query/Click Time
We first examine effectiveness based on wall-clock time, to give an overall indication of how well
predictive models can be expected to perform if required to give a real-time response as searches
unfold. This comparison is of particular interest since a search engine analysing the behavior of a
real user has no advance indication of how long the particular search goal will be. To construct pre-
dictive models over time (i.e. based on partial information rather than the whole goal), interactions
from re-finding goals were incorporated into generating datasets at different time points. For exam-
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Fig. 6. Accuracy of real-time vertical predictions over time; the size of training sets is decreasing over time, as completed
re-finding goals are discarded.

ple, given a time point of 2 seconds, all paired goals in the non-navigational dataset were truncated
to only include interactions recorded before 2 seconds from the start of the search.

Over time, goals may reach a natural completion point where the final action of the goal has taken
place. Completed goals are removed from the datasets at later time points. We limited the goal time
to around half an hour (2,048 seconds consisting of 408 training items) from the beginning of the
goal. Due to low number of cases close to the maximum completion time, we did not consider this
time point in training predictions and we focused on early time points, which are more important for
our real-time analysis. For the time-based datasets with partial information in the re-finding goals,
all features listed in Section 4.1 were computed.

New classifiers were built using training sets corresponding to the different time points. The
accuracies of these classifiers are shown in Figure 6. The x-axis shows the time lengths of re-
finding interactions for each training set, and the y-axis shows the weighted F-measure scores of
corresponding classifications. The overall weighted F-score is the the mean of F-score of classes,
weighted by the proportion of items in each class.

From Figure 6, “image” predictions obtained the greatest accuracy, 82%, compared to other ver-
ticals early in re-finding goals. This vertical was also shown to be relatively independent from the
original goal of the users in comparison to the other verticals, as discussed in 5.2.

Contrary to expectations, the performance of the classifiers for some vertical groups begins to
decrease in performance at the higher end of the considered time spectrum. This could be due to a
decreasing number of training items over time, as completed re-finding goals are removed. To better
illustrate the effect of only partial information from re-finding goals on real-time predictions, we
constructed new classifiers, where the size of training sets is held constant at all time points. The
size of training set at the longest time point in our analysis, 2,048 seconds, had the smallest training
set, consisting of 408 items. To construct training sets of equivalent size for the earlier time points,
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Fig. 7. Accuracy of real-time vertical predictions over time; the size of training sets are equal.

408 items were sampled from each of these; the sampling process was repeated 10 times for each
time point before the last, and the mean results are reported.

On building new classifiers on the same size training sets, we used 10-fold cross-validation on
each sampled training set. The mean and confidence interval values of weighted F-measure scores
were computed for new classifiers and are shown in Figure 7. The confidence intervals reflect the
variance in performance due to sampling and 10 times 10-fold cross-validation runs. As can be
seen, “image” vertical is still highly predictable, even in the early stages of re-finding, and this
performance is relatively constant over time. Other verticals demonstrate upward trends over time,
suggesting a greater dependency of these verticals to entire information on re-finding goals.
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Fig. 8. Accuracy of real-time vertical predictions over the number of issued queries and clicks.

6.2. Query/Click Count
Overall, we found a general upward trend in the accuracy of predictions over time. However, wall-
clock time may not always be reflective of the actual development of progress in a search goal, for
example when the user interrupts their search activity to carry out an unrelated task. We therefore
studied another way of measuring early stage in re-finding by counting the number of issued queries
and clicks.

We employed the same approach as in Section 6.1 to build multiple classifiers over the number
of queries and clicks in re-finding goals instead of the time dedicated to these interactions. On our
non-navigational dataset, the minimum and maximum number of queries and clicks were 4 and
56 respectively. For training datasets at different interaction points, we computed all features but
only using the subset of interactions up to the chosen point. As previously, those re-finding goals
that have already been completed were discarded once their final number of queries/clicks was
exceeded. In this exploration, the size of the training sets was quite balanced (from 1,485 instances
for 2 queries/clicks to 1,471 instances for 32 queries/clicks).

The performance of the predictive models is illustrated in Figure 8, where predictions are built
starting from only two queries and clicks in re-finding goals. Here, mostly upward trends can be
observed in the performance of vertical predictions given a higher number of queries/clicks in re-
finding goals. Similar to the results of Section 6.1, predictions of the “image” vertical appears to be
less dependent on the entire information on re-finding (81.4 accuracy given one query and one click
from the re-finding goal and information from the original goal). However, given more interactions
of re-finding goals, the accuracy of predicting “reference” verticals outperform the “image” predic-
tions. This trend does not appear in Section 6.1, because by increase in the count of queries/clicks
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we are further along in search than the corresponding clock-time covered in the previous section.
As previously discussed in Section 5.1, when the full set of re-finding information is available,
“reference” predictions are more accurate than “image” predictions.

Overall, we can conclude that although prediction accuracy can be improved given more interac-
tions of the search, there is already a reasonably high level of predictive accuracy achievable in the
early phases of search goals. This would benefit search engines for the adaptation of search results
at the early stage of re-finding activities.

In practice to take advantage of these features, it is not necessarily required to either construct
paired goals in advance, and the history-dependent features can also be useful during search par-
ticularly for logged in users. Using features that are distinctive for re-finding goals, the system can
predict when the user is looking for a previously seen document early in search, and by further
adapting search results, it can better help the user to reach to the target document. As an example
for logged in users, in case of occurring ’common clicks’ between the current search and previous
history of the user, the system can offer documents from other engaged clicks in the search history
of the user in higher rank search results, where the user can reach to the target document with less
amount of time and effort.

As the first study in distinguishing re-finding in verticals, we provided examples of grouping
features based on their dependency to the search history of the user, which can be useful for early
predictions, as one of the explorations in this work. Moreover, we examined how the contribution of
query-based features might be different from click-based features into the prediction models. Other
feature groups can also be explored in future work.

7. DIFFICULTIES OF RE-FINDING IN VERTICALS
Predictions of verticals could be particularly useful when users are struggling in re-finding docu-
ments. In these situations, search engines need to adapt the results, considering that there is a ca-
pability to predict re-finding in verticals early in the search, as established in the previous sections.
We therefore further examine whether there are different levels of user difficulty across verticals.
The verticals where users struggle the most when re-finding need to be identified for the attention
of search engines to focus on possible improvements. In this exploration, we studied the effort of
users as an indication of difficulty, as has previously been suggested in the context of general web
search [Liu et al. 2010].

The effort of users (or the difficulties that they are having) can be approximated in terms of the
number of submitted queries and clicks in the re-finding goals, as shown in previous work [Sadeghi
et al. 2015]. We categorized user effort under four levels, as illustrated in Table X for each vertical.
The first level includes likely easy navigational tasks, where re-finding goals consist of only one
query and one click. Note that in this analysis we incorporated the likely navigational instances to
be able to compare easy level tasks relatively across verticals as well. The next two levels of effort
include either multiple queries (more likely search-based efforts) or multiple clicks (more likely
indicates browse-based efforts). The final level contains the rest of re-finding goals, with multiple
queries and multiple clicks.

The frequency of occurrence of each of the four effort classes is shown in Table X for the four
vertical groups. Recall from Section 3.3.1, the focus of this study is on a limited type of re-finding
tasks, and the frequencies are not representative of the entire scope of re-finding tasks. There are
other types of re-finding where difficult search instances exist, such as when the user has failed to
reach to the same documents as they clicked before (Figure 3).

A chi-square significance test over the counts of effort levels for all four verticals indicates sig-
nificant differences (p < 0.001). All pair-wise comparisons between verticals were also statistically
significant. The “news” vertical group showed the highest percentage of first level (i.e. easy) tasks
compared to other verticals. Re-finding “image” documents appeared to be the most difficult for
users with a higher proportion of re-finding in the fourth level of effort (last row of table). The other
two vertical groups, “reference” and “movie”, appear to be highly similar. However, this could also
be related to the nature of user behavior in re-finding documents, where the user submits more
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Fig. 9. The probability density of time gaps between re-finding and original goals in terms of the number of days across
verticals.

queries and clicks for re-finding an “image” in comparison to the other verticals. As another reason
for the difficulty of re-finding “image” documents could be the short length of queries and a small
number of terms that could occur frequently in image retrieval as mentioned by Goodrum and Spink
[2001].

We furthermore hypothesized that the number of queries and clicks should be correlated with the
time gap between paired goals; however, only the “reference” vertical was significantly correlated
(Pearson correlation p < 0.0005). Moreover, we examined whether the time gaps differ among ver-
ticals. In Figure 9, the probability density function for the time gaps are illustrated, which describes
the relative likelihood for the time gaps to take on a given value. As can be seen from this figure,
the variance of time gaps in terms of the number of days between re-finding and original goals are
similar and long-tailed across media. We also calculated a Chi square test to assess whether the
distribution of the time gaps were significantly different from each other. Among four verticals, the
number of days between re-finding goals were significantly different for the “movie” vertical (Pear-
son chi-squared p < 0.05). For re-finding “movie” documents, about 50% of the time, re-finding
happens in the gap of 4 or more number of days with the maximum of 1.5 years gap, while 50% of
re-finding “image” and “reference” documents are within the same day with the maximum of one
month gap. However, we could not observe higher number of queries/clicks in re-finding “movie”
documents, although they might occur in longer time gaps in comparison to other verticals.

In relation to the time gap and search difficulty, repeated re-finding goals over time can also
be studied and enriched by gathering users’ self-assessed reports on how their familiarity with the
task would make difference in the difficulty of re-finding vertical documents. However, the focus
of this study is on the behavioral indications of re-finding tasks and difficulties. Generating manual
ground-truth data and investigating other indications of difficulty could be helpful to distinguish
user difficulties across verticals, and we plan to consider this in future work.

Comparing the types of effort in the second and third categories, it can be seen that re-finding
tasks across verticals tend to be more browse-based rather than search-based. This is also a natural
feature for generic re-finding, which tends to be browse-based [Capra III 2006].

We also examined two time-based features, which were highlighted in past studies as being ef-
fective for predicting the satisfaction of users, which one could view as a concept inversely related
to difficulty. Would such features be effective in a vertical re-finding context?

The two features examined are “time to first click” and “number of engaged clicks” (i.e. clicks
with dwell time greater than 30 seconds) [Hassan et al. 2011]. From the Kruskall-Wallis and post-
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Table X. Re-finding in verticals and the effort of the users in
number of submitted queries and clicks.

Image Reference Movie News
one query 8,115 42,712 707,536 167,637
& one click (76.4%) (81.1%) (81.7%) (85.4%)
one query 297 3,036 46,833 8,107
& multi clicks (2.8%) (5.8%) (5.4%) (4.1%)
multi queries 74 938 14,768 1,330
& one click (0.7%) (1.8%) (1.7%) (0.7%)
multi queries 2,134 5,992 96,326 19,200
& multi clicks (20.1%) (11.4%) (11.1%) (9.8%)

hoc analysis in Section 4.2, the “time to first click” was not shown to be significantly different
across verticals; however “number of engaged clicks” differentiates the “news” vertical from the
“movie” and “reference” verticals.

The mean values for the “number of engaged clicks” in the latter verticals (i.e. 2.8, 3.2) were
lower than for the “news” vertical (i.e. 3.5). However, this might not necessarily indicate that the
users are less satisfied with “movie” and “reference” re-finding than “news” as a smaller number of
engaged clicks exist. There are clicks with high dwell time in re-finding “news” documents when
the user engaged with some other documents that are not related to the target document.

Apart from distractions, given the last click as the target known document, clicks with high dwell
time in the middle of the search are not necessarily an indication of satisfaction. They might be
more reflective of users struggling to recognize the target document rather than engage with relevant
documents.

This shows that previously established features that indicate satisfaction or difficulty in the gen-
eral web context may not necessarily be applicable for the re-finding context and they could vary
on different verticals. The differences in difficulties could be either due to the behavioral variations
in re-finding tasks, or various nature of vertical documents to be retrieved. As an example, people
might have difficulty in formulating queries for documents in the type of images, which might not
be the case for retrieving news documents with more textual content. We plan to study particular
indications of difficulties for re-finding documents across verticals in future work.

8. DISCUSSIONS AND FUTURE WORK
This work focused on differences between re-finding behavior across verticals and examined com-
parisons with general web search. For the identification of verticals, we employed an automatic
approach taking advantage of detecting re-finding goals based on common last clicks. In this auto-
matic approach, a set of websites that have been already categorized under different verticals were
matched with the last clicks in re-finding goals.

As this work is the first study in distinguishing re-finding across verticals, the aim was to inves-
tigate possible differences in a particular segment of the re-finding landscape. Moreover, we com-
pared re-finding in verticals against general search, and we have not studied comparisons against
not re-finding instances per each vertical. Due to the main goal of this study in differentiating the
re-finding behavior and difficulties across verticals, our proposed vertical identification approach
was designed for the re-finding context, which is not extendable to identify non re-finding vertical
searches. In future work, we plan to generate training sets where non re-finding tasks can be selected
per each vertical, which will provide insights about the differences between re-finding and general
tasks specifically per each vertical.

Regardless of the particular type of re-finding or general tasks, from section 4.2, it can be seen that
there are differences between vertical searches either in original or re-finding tasks, where search
engines can be customized based on the type of the vertical. Examples of the implications of vertical
differences for improving search engines are illustrated in Table XI. The search services in this table
are suggested based on a set of differences between verticals, which can be operationalized by better
understanding of searches across verticals.
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Table XI. The implications of vertical search differences to be used for proposing search engine services.

Vertical Feature Example Service Suggestions
image long search time and high number of clicks improving the summarization of search results to

help the user to recognize relevant results
particularly if it can be addressable in an image.

reference high rank in the first click importance of the results in top ranks: it seems that
for reference type of tasks, users rely on the top
results, and therefore, it is important to position
reference type of documents top in the search result
page.

movie queries formulated by named entities enhancing query suggestion and auto-completion by
identifying entity types in the search context.

news high number of engaged clicks providing same information from diverse sources
(this behavior might be due to the fact that users
would like to check news from different sources,
and therefore, providing top documents from
diverse sources might be useful.

There has been research on user’s search behavior for different verticals in the general search
context (e.g. studies by Goodrum and Spink [2001], and Diaz [2009]). Some of the results from this
study are in line with previous findings. For example, we identified that re-finding “image” docu-
ments is challenging in comparison to other verticals. Similar findings were identified by Goodrum
and Spink [2001], who compared the difficulty of retrieving (visual) “image” documents comparing
to textual information. The researchers found out that a small number of terms can be repeated by
users in image retrieval. This could be another reason for the difficulty of re-finding “image” doc-
uments, where we identified that users submit more number of queries and clicks, and re-finding
“image” documents takes longer than other verticals.

There are past studies on vertical selection where their focus is on either query-based features or
using click data for user’s search modeling and their satisfaction in a heterogeneous environment.
For example, in a study by Arguello et al. [2010] for vertical selection, features are mainly based on
the content of queries, whether they are directly issued to a vertical search (‘query-vertical features’)
or their contents are related to a vertical (‘query features’). However, in our work, query-based
features are focused on the behavioral aspect of issuing queries such as ‘inter-query time’, which
makes it difficult for direct comparisons between features. There are other studies focusing on click
behavior on vertical results but with a different purpose. As an example, in a study by Wang et al.
[2013a], click distributions were incorporated into proposing a vertical-aware search model, where
the likelihood of clicking on a vertical first in combination of different verticals were examined.
Although the re-finding context is different from general search in a way that the user aims to find
out a specific result in a particular vertical type, this will introduce a new problem on the likelihood
that the user with a re-finding need might be satisfied with a different vertical result from the one that
they have seen before. We plan to extend our current work to incorporate other types of re-finding,
and also compare them against general searches per each vertical, where we need to generate manual
ground truth data for vertical identifications.

Through generating ground truth data with a variety of verticals and also increasing the size
of datasets, we also would be able to study re-finding in other verticals such as “shopping”, etc.
Moreover, in previous work by Arguello et al. [2010], it was shown that some features are portable
across different verticals, and we can potentially explore this topic further. Considering topic-based
features together with behavioral features could improve the accuracy of vertical predictions.

One of the applications in predicting re-finding in verticals could be narrowing the search results
to a particular domain for re-finding in only one vertical, and if the search history of the user exists,
previously seen documents in the particular domain can get higher ranks. However, the usability
of this approach from the perspective of users requires user-based experiments. In particular, past
research has shown that users tend to repeat the same actions [Capra III 2006], and that changing
the ranks of documents in an unexpected way might in fact make re-finding more difficult [Teevan
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2006]. This problem is referred to as change blindness. Therefore, changing search results to be
more representative of a particular vertical, may need to be considered when the confidence of
the prediction is high. In future work, we will examine the effectiveness of predictive models on
improving the experience of users by conducting user experiments.

9. CONCLUSIONS
This study is, to the best of our knowledge, the first investigation of searcher behavior when re-
finding the types of of documents associated with vertical domains. Our work aimed to a) identify
potential distinguishing features of re-finding across verticals; b) predict re-finding within each
vertical and investigate how different they are from searches that are not re-finding; and c) detect
vertical documents to which users have more difficulty in re-finding.

A set of search behavioral features that were distinctive for re-finding tasks across verticals were
identified. We also constructed classification models depending on the types of features (history-
dependent vs. independent). On average, the accuracy of predictions across verticals is 85.7%. This
compares to 97.5% for distinguishing re-finding from general search tasks. Prediction of re-finding
“reference” documents acquired the highest accuracy among other verticals (89.5%).

When considering re-finding independent of the original search of the user, it seems that identify-
ing “image” is the easiest to do (81.9%) with the accuracy of “movie” re-finding, being the hardest
(75.4%). We hope that this type of prediction will enable the creation of re-finding services that
operate independent of the search history of the user.

Further investigating the real-time prediction effectiveness of the models showed that predicting
“image” document re-finding obtained the highest accuracy early in the search. Early predictions
would benefit search engines with adaptation of search results during re-finding activities.

In studying difficulty in terms of user effort, re-finding in the “image” vertical appears to take
more effort in number of issued queries and clicks than other investigated verticals, while re-finding
“reference” documents seems to be more time consuming when there is a longer time gap between
the re-finding and corresponding original search. Exploring other features suggests that there could
be particular difficulty indications for the re-finding context and specific to each vertical, which we
plan to investigate in our future work.

APPENDIX
In this appendix, we describe the features that were used for detecting re-finding and difficulties,
which are summarized in Table XII.

ELECTRONIC APPENDIX
The electronic appendix for this article can be accessed in the ACM Digital Library.
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A. DESCRIPTION OF RE-FINDING AND DIFFICULTY PREDICTION FEATURES
The descriptions of features used to detect re-finding and difficulties are summarized in Table XII.

Table XII: The description of features used to detect re-finding and dif-
ficulties. Each feature could be related to either original goal: †, or re-
finding goal: ‡, or a relative difference between both goals: ∗.

Baseline query level features (correspond-
ing to the study proposed by [Teevan et al.
2007])

Description

equal query class ∗ The corresponding class of Teevan’s classification for
equal queries occurring in original and re-finding
goals.

equal query elapsed time ∗ The elapsed time between equal queries.
equal query length ∗ The length of equal queries in terms of number of char-

acters.
equal query no. of original clicks † The number of clicks of the equal query in the original

goal.
equal query no. of common clicks ∗ The number of common clicks of equal queries be-

tween the original and re-finding goals.
equal query no. of original uncommon clicks
†

The number of clicks for the equal query in the original
goal that are not common with the clicks of the equal
query in the re-finding goal.

General web search (related) difficulty
features

Description

goal length in no. of both queries and clicks
‡

The sum of both query and click counts in the goal.

goal length in no. of unique/all queries ‡ The number of unique (not repeated)/ all (including re-
peated) queries in the goal.

goal length in no. of unique/all clicks ‡ The number of unique (not repeated)/ all (including re-
peated) clicks in the goal.

mean no. of clicks across all queries ‡ The average number of clicks for all the queries in the
goal.

time to the first click ‡ The spent time to the first click in the goal.
min/max/mean time to the first click of all
queries ‡

The minimum, maximum, and average spent time to
the first click for all queries in the goal.

c© 2010 ACM 1539-9087/2010/03-ART39 $15.00
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min/max/mean inter-query time ‡ The minimum, maximum and average spent time be-
tween queries in the goal.

min/max/mean inter-click time ‡ The minimum, maximum, and average spent time be-
tween clicks in the goal.

no. of engaged clicks (dwell time >30 sec-
onds) ‡

The number of clicks in the goal with dwell time
greater than 30 seconds.

no. of clicks on next page ‡ The number of clicks in the goal that are not in the first
result page.

ended with query ‡ A boolean feature that indicates whether the goal has
ended with a query or not.

exist advanced query syntax (e.g. quotes) ‡ This boolean feature indicates whether advanced op-
tions are used in issuing the query. The advanced op-
tions include quotes, +, and field operators.

queries per second ‡ The number of queries over total spent time in the goal.
clicks per query ‡ The number of clicks over the number of queries in the

goal.
fraction of queries for which no click ‡ The number of queries in the goal for which there is no

click over the number of queries with at least one click.
time span of goal ‡ The total spent time in the goal.
Extended re-finding features Description
query overlap/URL overlap ∗ The corresponding class of the re-finding goal based on

the query/click commonalities with the original goal.
All classes have been explained in previous work by
Sadeghi et al. [Sadeghi et al. 2015].

no. of common/uncommon/all clicks † ‡ The number of clicks in the goal in three main cat-
egories of common clicks, uncommon clicks, and all
clicks.

mean query length of common/all clicks † ‡ The average length of queries corresponding to the
common clicks and all clicks.

mean no. of query common/all clicks † ‡ The average number of queries corresponding to the
common clicks and all clicks.

mean no. of uncommon clicks of all queries
† ‡

The average number of uncommon clicks across all
queries

mean no. of uncommon clicks of common
click queries † ‡

The average number of uncommon clicks for queries
with common click

days between paired goals ∗ The time gap between the paired goals in terms of the
number of days.

effective search time † ‡ ∗ The total dwell time after queries and those clicks that
have low dwell time (less than 30 seconds).

total dwell time after all queries † ‡ The total dwell time spent after submitting queries.
total dwell time after all clicks † ‡ The total dwell time spent after clicks.
total time to reach to the first common click
† ‡

The total amount of time spent to reach to the first com-
mon click between the goals.

rank of the first reached common click † ‡ The rank position of the first reached common click
between paired goals.

mean reciprocal rank of common clicks † ‡ Given each common click as the potential target docu-
ment, the reciprocal rank of each common click is cal-
culated and then averaged over all common clicks.

rank of the last click † ‡ The rank position of the last click of the goal.
no. of non-first-page ranked clicks in com-
mon/all clicks † ‡

Within common and all clicks, the number of clicks
where they are not located in the first page result.
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all common clicks skipped † ‡ A boolean feature which indicates whether whether
there is a click at a lower rank, followed by the all com-
mon clicks at higher ranks.

exist jumped common clicks † ‡ This boolean feature investigates whether there is a
common click, followed by a click at a higher rank.

exist non-sequential clicks † ‡ This feature investigates whether search results are
clicked in a non-sequential way, rather than from top
to bottom of the result page.

mean dwell time/relative dwell time of com-
mon clicks † ‡

The mean dwell time is based on the average time spent
on common clicks; whereas, the relative dwell time is
computed in terms of the fraction of click dwell time
to the total time-span of the goal.

no. of repetitions of common clicks † ‡ The number of times that common clicks have been
re-visited in the goal.

fraction of queries with no common clicks †
‡

The fraction of queries to which no common click ex-
ists in compariosn to teh corresponding goal.

re-finding is longer than original in length ∗ This feature investigates whether the re-finding goal is
longer in terms of the sum of the number of queries
and number of clicks.

re-finding is longer than original in no. of
queries ∗

This feature investigates whether the re-finding goal is
longer in terms of the number of queries.

re-finding is longer than original in no. of
clicks ∗

This feature investigates whether the re-finding goal is
longer in terms of the number of clicks.

re-finding missed engaged later clicks in
original ∗

This feature is true if, after some common click, there
are engaged clicks (with dwell time greater than 30
seconds) in the original goal that have not been clicked
in the potential re-finding goal.

first query transformation type within pairs ∗ This feature measures the differences between the
initial queries of original and likely re-finding goals
(based on traditional query reformulation types: “ex-
actly the same”, “error correction”, “specialization”,
“generalization”, and non-trivial transitions considered
as “other”).

exist common click in different ranks within
pairs ∗

This feature investigates the existence of differences in
the rank position of the common clicks between the
paired goal.

common click in relation to the last click ∗ This feature examines whether a common click oc-
curred in the last click of either the original or the po-
tential re-finding goal.

mean relative goal position of common
clicks † ‡

The position of common clicks measured over the total
length of the goals, and then the average of the relative
positions are computed.

min/max goal position of common clicks † ‡ The minimum and maximum of the positions of com-
mon clicks in the goal.

mean relative common clicks goal position
(early, middle, late) † ‡

This feature is the categorized version of the “mean rel-
ative goal position of common clicks” in relative to the
length of the goal, whether the position of the common
click is in the initial of the goal (i.e. early), or in the
middle of the goal (i.e. middle), or towards the end of
the goal (i.e. late).

goal length in no. of both queries and clicks
† ∗

The number of both queries and clicks in the goal.
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goal length in no. of unique/all queries † ∗ The number of unique (not repeated), and all (might
include repeated) queries in the goal.

goal length in no. of unique/all clicks † ∗ The number of unique (not repeated), and all (might
include repeated) clicks in the goal.

mean no. of clicks across all queries † The average number of clicks for all the queries in the
goal.

time to the first click † The spend time to the first click in the goal.
min/max/mean time to the first click of all
queries †

The minimum, maximum, and average spent time to
the first click for all queries in the goal.

min/max/mean inter-query time † The minimum, maximum and average spent time be-
tween queries in the goal.

min/max/mean inter-click time † The minimum, maximum, and average spent time be-
tween clicks in the goal.

no. of engaged clicks (dwell time >30 sec-
onds) †

The number of clicks in the goal with dwell time
greater than 30 seconds.

no. of clicks on next page † The number of clicks where they are not located in the
first page result.

ended with query † ∗ A boolean feature that indicates whether the goal has
ended with a query or not.

exist advanced query syntax (e.g. quotes) † ∗ This boolean feature indicates whether advanced op-
tions are used in issuing the query. The advanced op-
tions include quotes, +, and field operators.

queries per second † ∗ The number of queries over total spent time in the goal.
clicks per query † ∗ The number of clicks over the number of queries in the

goal.
fraction of queries for which no click † ∗ The number of queries in the goal for which there is no

click over the number of queries with at least one click.
time span of goal † The total dwell time spent in the goal.
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