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ABSTRACT
This work presents a new, multi-faceted taxonomy to classify questions asked in web search engines based on the question intent, types of entities mentioned, types of question words, and granularity of the expected answer. Built based on the inspection of 1,000 real-life questions issued to a web search engine, the taxonomy reflects the recent search behavior of users and enables deep understanding of user intents, goals, and expected answers. This taxonomy is more fine-grained than previous query taxonomies, and is designed with the ultimate goal of reducing the inherent ambiguity in determining the intent of questions. In addition, we describe the formal procedure for conducting an editorial study of the taxonomy including its evaluation. The adopted procedure aims to increase assessor agreement without incurring too much overhead. Our results demonstrate that, despite being more fine-grained, the proposed intent categories result in higher agreement between assessors compared to an existing, commonly used taxonomy.
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1 INTRODUCTION
Detecting the intent of search queries is an important task in information retrieval (IR). Typically, query intent detection models are trained in a supervised manner using ground-truth data composed of query instances whose intent is manually assessed. The trained models are then used to assign an intent category to unseen queries, which may be used as a feature in high-level IR tasks, such as learning-to-rank, query rewriting, or vertical selection.

A fundamental step in building ground-truth data for intent detection is the construction of a taxonomy of possible query intents, i.e., a predetermined set of intent categories which can be assigned to any given query. Creating a meaningful taxonomy requires tackling three challenges. First, most queries should fall into at least one category, i.e., the taxonomy should provide high coverage. Second, queries should not be assigned to multiple categories, i.e., the taxonomy should have little ambiguity. Third, the taxonomy should not lead to a few categories with many queries and many categories with few queries, i.e., a heavily skewed distribution is not desirable, as this may make it more difficult to train intent detection models.

As our first contribution we introduce a novel, multi-faceted taxonomy of questions asked in web search engines. The proposed taxonomy has the following five facets: question intent, entity types mentioned in the question, question word type, entity type of the answer, and the granularity of the answer. Although the question intent is the most important facet in the proposed taxonomy and forms the main focus here, we believe that the remaining facets are also useful to obtain a good characterization of questions.

The need for a new taxonomy is motivated by three observations.

- Existing intent taxonomies for web search queries do not adequately address the coverage issue outlined before [4, 31]. These taxonomies have become less applicable as search engines evolve and provide new functionality, leading to new types of search tasks which were not captured. Our taxonomy provides high coverage as it was devised based on the inspection of a recent sample of search engine logs.

- Most existing taxonomies are specific to simple keyword queries, rather than more complex questions increasingly observed in modern day web search engines [28]. Our taxonomy specifically focuses on questions. In the literature, there are a few question taxonomies [13, 19], but those that exist were developed on small or unrepresentative samples. Our taxonomy has been developed by inspecting real-life questions submitted to a commercial web search engine.

- Query intent taxonomies [31] are likely to lead to skewed intent distributions when applied to questions, as we show in our results. Despite being relatively more fine-grained, our taxonomy results in a less skewed distribution.
A taxonomy was created through an editorial study that follows a step-by-step procedure, aiming to increase the agreement between assessors, through the iterative refinement of assessments while not incurring excessive overhead. A detailed description of the adopted procedure is provided, and the experience gathered during its execution is shared. We also detail how a recruited group of assessors labeled questions using this procedure.

The key contributions of this paper are as follows:

- We propose a multi-faceted question taxonomy, reflecting recent trends in questions asked in web search engines.
- We describe the formal procedure used to create our taxonomy. We share our experience regarding caveats and pitfalls encountered during the execution of the procedure.
- Based on the created taxonomy, we provide a characterization of questions asked in modern day web search engines.

The main findings of our work are:

- Despite being more fine-grained, the proposed taxonomy leads to higher editorial agreement compared to the popular query intent taxonomy of Rose and Levinson [31], which we use as a baseline. It also results in a meaningful distribution of intent categories, whereas Rose and Levinson’s taxonomy places the majority of questions in a single intent category.
- The multi-phase procedure followed in the editorial study leads to higher assessor agreement with relatively little overhead, as the number of phases increases.
- We identify the emergence of certain question intents which did not receive much research attention previously (e.g., questions with calculation/conversion intent). Moreover, we find that retrieving entire web documents is largely redundant, as the information need of almost all questions can be satisfied with a single passage or a shorter piece of text.

The rest of the paper is organized as follows. The formal procedure adopted for the editorial study is described in Section 2. Sections 3 and 4 contain the setting and details of the conducted editorial study, respectively. The resulting multi-faceted question taxonomy is presented in Section 5. The results of the study are analyzed in Section 6. A brief survey of the related work is given in Section 7. The paper is concluded in Section 8.

2 PROCEDURE

The procedure we adopted in our editorial study involves nine consecutive phases, illustrated in Figure 1. The participants are a coordinator (labeled C) and multiple assessors (labeled A).

Phase 1 (Bootstrapping). The purpose of this phase is to bootstrap the labeling procedure by providing a common ground to all assessors. The coordinator first samples a small number of questions to be labeled. They iterate over the sampled questions and try to identify a set of suitable facets for the taxonomy as well as some suitable categories for each identified facet. They then provide a brief description of every facet and category along with a small number of representative questions. A draft taxonomy and draft guidelines are prepared and passed to the assessors.

Phase 2 (Labeling). Using the draft documents, the assessors individually perform a small-scale labeling study on the sampled questions. This phase is not expected to be too time-consuming.

Phase 3 (Feedback). The coordinator meets with the assessors and receives feedback on challenges encountered. This may include feedback about issues with the current taxonomy, unclear or ambiguous statements in the guidelines, questions that cannot be labeled, and the expected time cost of the study.

Phase 4 (Revision). Based on the assessors’ feedback, the coordinator determines if a revised taxonomy is required. If it is, they modify the original guidelines. They also sample a larger set of questions and provide them to the assessors for labeling.

Phase 5 (Labeling). Each assessor independently labels the provided questions based on the revised taxonomy and guidelines. This phase is where the bulk of the work happens.

Phase 6 (Feedback). The coordinator gathers the labels from all assessors and performs an agreement analysis. Here, the goal is to identify the cases where a particular assessor diverged significantly from the rest of the assessors in their assessment. The analysis can be automated by scripts that extract recurring patterns in labels, revealing misinterpretation of guidelines, or other potentially erroneous labeling. Finally, the coordinator provides each assessor with individual feedback, giving an abstract view of cases where they are frequently in disagreement with the remaining assessors and the potential reasons which may have led to disagreement.

Phase 7 (Relabeling). The assessors reconsider their labels in light of the feedback provided by the coordinator in the previous phase.

Phase 8 (Tie-Breaking). Finally, the coordinator provides each assessor with feedback about issues with the current taxonomy, unclear or ambiguous statements in the guidelines, questions that cannot be labeled, and the expected time cost of the study.

Phase 9 (Aggregation). The coordinator aggregates the labels from all assessors and provides the final labels on the large question sample.
Although the assessors are expected to review their labels at this stage, they are not obliged to change them if they continue to think that their interpretation is correct.

Phase 8 (Tie-Breaking). Provisional labels are assigned by majority voting. All assessors get together and try to reach agreement on the labels of questions where majority voting does not lead to an outcome. The goal is to resolve all ties and assign a single label to every facet of each question. However, some ties may still remain unresolved as the assessors are not obliged to change their labels.

Phase 9 (Aggregation). The coordinator gathers the final labels of the assessors and aggregates them by assigning a single label to every facet of each question if majority voting leads to a unique label. Otherwise, no label is assigned.

We note that this procedure is applicable to editorial studies where the number of editors is typically small (e.g., less than 10) and each assessor labels every item in the data. Therefore, as long as the labeled data is large enough, the bulk of the work should be in the labeling process, and the phases where coordination takes place are expected to incur a relatively small overhead without becoming a bottleneck. This is also what we have observed in our study, details of which are provided in Section 4.

3 SETTING

Dataset. We base our editorial study on the MS MARCO dataset, which was first made public by Microsoft in 2016 [1] and updated in the following years. The dataset contains around one million anonymized English questions manually selected by human assessors from queries issued to the Bing search engine. The great majority of selected questions are well-formed. This dataset has been used in many natural language processing and IR tasks, including passage ranking, question answering, and answer generation.

Assessors. There were five assessors aged from 21 to 45 (one male and four female). The assessors were of diverse ethnicity with different educational backgrounds (one Bachelors, three Masters, and one PhD degree). All assessors were multi-lingual and proficient with the English language although none of them was a native speaker. The coordinator, who also acted as an assessor, had considerable industry experience with conducting similar labeling studies. All assessors were multi-lingual and proficient with the English language although none of them was a native speaker. The coordinator, who also acted as an assessor, had considerable industry experience with conducting similar labeling studies. All assessors completed two ethics courses (Human Research Ethics and Research Integrity) before starting the study as requested by their institution. Throughout the paper, we denote the assessors by arbitrary names (Ann, Beth, Cali, Dee, and Elle).

Platform and Agreement Measure. Labeling was performed using spreadsheet software. Editorial agreement is computed by means of Krippendorff’s $\alpha$, a chance-corrected agreement measure [15], using the dkpro-statistics library [7].

4 EDITORIAL STUDY

4.1 Phase 1 (Bootstrapping)

The coordinator (Ann) came up with a draft taxonomy containing five different facets: question intent, question ambiguity, question topic, expected answer’s entity type, and question word type. There were 13 question intent categories. Question ambiguity was a binary facet, indicating whether question was ambiguous or not. The question topics were based on the Open Directory Project’s categories while the entity types were taken from the Stanford Core NLP library [24]. Question word types were compiled after inspection of some linguistic resources. The draft guidelines described the facets and provided a list of categories for each facet. In addition, the assessors were asked to label the intent of questions according to Rose and Levinson’s taxonomy [31], which would act as a baseline. Finally, the coordinator provided a sample of 50 questions to the assessors, together with the draft taxonomy and guidelines.

4.2 Phase 2 (Labeling)

Assessors individually conducted a small test study on 50 questions, following the provided guidelines. The assessors reported the total time they spent for labeling to be somewhere between 2–4 hours.

4.3 Phase 3 (Feedback)

The coordinator organized a meeting, where the assessors highlighted a number of issues about the draft taxonomy and guidelines:

- Certain questions could not be assigned to any intent category in the draft taxonomy. Thus, the annotators suggested some additional intent categories.
- The annotators also noticed that for some questions, multiple intent categories were applicable at the same time, i.e. some intent categories had overlap, leading to ambiguity.
- Some questions were completely unclear to the assessors, and they had difficulty with labeling those questions. The assessors suggested that it may be better to label the clarity of a question’s intent instead of its ambiguity.
- After the discussion, the assessors agreed that the ambiguity of the words in a question do not always lead to multiple intents. For example, in “what is nkg”, although the word “nkg” is ambiguous, the intent of the question is simply to obtain the definition of “nkg”, which may not be ambiguous to the person who asked the question.
- It was decided that, even if a clearly dominant intent is available, a question should still be labeled as having multiple intents if other intents are also likely.
- Labeling the topic of a question was found to be time-consuming. The topic taxonomy was not suitable, and many questions could not be assigned a topic.
- The entity types used to label the answers were somewhat limited as many named entities could not be covered.
- The assessors raised several concerns about the taxonomy of Rose and Levinson [31]. In particular, the Obtain intent category was not very clear to the assessors. They believed that the Locate category should have been a subcategory of Resource instead of Informational, and the List category was confusing to some assessors. There were also concerns regarding the ambiguity of some examples in the paper.
- One assessor suggested using an entity tagger to facilitate labeling of the QuestionEntity type facet.

---

2The MS MARCO dataset is publicly available at https://microsoft.github.io/msmarco/

3The MS MARCO dataset is publicly available at https://microsoft.github.io/msmarco/.

4.4 Phase 4 (Revision)

Based on the feedback received in the previous phase, the coordinator made several substantial changes to the draft taxonomy:

- The question ambiguity facet was removed. Instead, the clarity of questions was assessed using the following labels:
  - **UnclearIntent**: If the intent of a question was not clear to the assessor at all, the question was labeled as UnclearIntent. The assessors did not choose this option unless the question was completely unclear to them. Examples of such questions are “asdas dasdasfasfas”, “what is normal psi for male pos” (it is not clear what “psi” and “pos” mean even after consulting a search engine), and “25Kg BAG how much area will cover” (the answer depends on the bag’s type, which is not clearly stated).
  - **SingleIntent**: This label was assigned when the question had a single, clear intent. Examples are “who sang she wore blue velvet”, “how long is canned food safe”, “what is parkland near in florida”, and “what is nkg”.
  - **MultipleIntents**: A question may have multiple possible intents if the user’s information need may be interpreted in different ways. This usually happens when the question is too short or under-specified. For example, “tree top resorts gatlinburg” may be trying to locate the resort on a map, book a room there, read some reviews, or simply navigate to its website.
- The question topic facet was removed from the study as a suitable set of topic categories could not be found and creating one from scratch appeared difficult due to the extremely large number of question topics possible in web search.
- **QuestionEntityType** and **AnswerGranularity** were added as two new facets of the taxonomy.
- New intent categories were added (Advice, Opinion, and Verification), bringing the number of categories to 16.
- To solve the overlap issue raised by the assessors, some exclusion rules were added in certain intent categories.
- The list of available entity types was expanded by introducing seven new entity types (Audio/visual, Event, Illness, Product, Fraction, Range, and Rate).

The draft guidelines were modified as follows:

- When labeling a question, the assessors were asked to imagine being the user who submitted the question and think about what the user’s information need might be. As part of the process, they were allowed to submit the question to a search engine and check the retrieved results to get a better understanding of the user’s information need.
- The facets of a question were labeled only if the assessor labeled the IntentClarity of the question as SingleIntent since it made no sense to perform further labeling for a question which has no clear intent or has multiple intents. Also, if **QuestionIntent** was labeled as **Resource** or **Weather**, the remaining facets were skipped by the assessors since these questions may not seek textual answers.
- Three auxiliary labels were made available for every facet:
  - **None**: This is the default value for all questions at the beginning of the study. It indicates that no choice has been made yet by the assessor for the current question.
  - ?*: Assurers can assign this value to a question if they think none of the available options is suitable for the question.
  - **N/A**: The N/A (not applicable) label is assigned when no labeling is required (e.g., **QuestionIntent** is labeled as N/A if **IntentClarity** was labeled as UnclearIntent).
- The assessors were requested to label questions with a spelling mistake after correcting the mistake if possible.
- The meaning of the **Set** entity type was further clarified.
- Automating the labeling of **QuestionEntityType** facet using an entity tagger was not preferred as a suitable tagger that supports all of our entity types could not be found. However, the assessors were left free to use an entity tagger of their choice to check for presence of entities in questions. They were asked to iterate over such questions and verify the correctness of the tagger’s decisions.

The coordinator provided the assessors 1,000 questions sampled uniformly at random from the MS MARCO dataset. No further cleansing or filtering was performed on questions as the original dataset had already been curated by human assessors. However, one potentially sensitive question was detected and removed from the examples in the guidelines and the paper. Before the next phase began, the coordinator communicated to the assessors that the two assessors with the highest agreement would be given a prize.

4.5 Phase 5 (Labeling)

Each assessor labeled the questions independently, based on the final taxonomy and guidelines they received from the coordinator. All annotators said they labeled the questions by iterating on the facets first, instead of questions. That is, they labeled every facet or question before moving to a new facet. This approach was found to reduce the overhead of context switching compared to labeling all facets of a question consecutively. Beth and Dee said that they further sped up the labeling process by grouping questions according to their labels in previously assessed facets (e.g., all questions with **Entity** intent are assessed consecutively), and labeling all questions within a group before moving to the next group. Elle used a tool to translate the questions to their native language. The labeling times reported by the annotators ranged between 50–70 hours.

4.6 Phase 6 (Feedback)

The coordinator received the labels provided by all annotators and measured the editorial agreement of each annotator with respect to the remaining annotators in order to reveal potential inconsistencies in the labeling behaviour of assessors. To this end, the coordinator computed the pairwise agreement between each annotator pair using Krippendorff’s $\alpha$ measure.

The pairwise average agreement values are shown in the upper section of Table 1. We observe several cases where certain annotators had significantly low agreement with the other annotators (such cases are illustrated in bold): First, Dee seems to have somewhat inconsistent labeling of question intent according to Rose and Levinson’s taxonomy. Second, Beth and Cali seem to have difficulty in labeling the entity type of questions as evidenced by almost random agreement values. Third, Cali also appears to be inconsistent when labeling the entity type of answers.
To obtain a list of potential inconsistencies for a given facet, the coordinator selected all questions where four assessors assigned the same label while one assessor had a different assessment. The coordinator then returned every such question to the respective assessor who provided an inconsistent label, for further consideration. The label agreed by the four assessors was not made available to the inconsistent assessor since this could bias their decisions.

### 4.7 Phase 7 (Relabeling)

After getting feedback about questions where they had seemingly inconsistent labeling, each assessor relabeled their own set of potentially problematic cases. The percentage of labels which were reconsidered by Ann, Beth, Cali, Dee, and Elle were %0.9, %7.2, %8.2, %6.5, and %0.7, respectively. Thus, the assessors’ workload in this phase was relatively low compared to the workload in Phase 5.

The middle section of Table 1 displays the agreement after relabeling. We observe major improvement in agreement values for the most problematic cases shown in bold in the first section of the same table. The improvements, however, are not limited to the most problematic cases only, as we observe slight to moderate increase in all of the remaining agreement values as well.

### 4.8 Phase 8 (Tie-Breaking)

This phase included a meeting between the assessors, who went over all cases which could not be finalized by majority voting. Each assessor reconsidered their labels, having access to other assessors’ labels. According to the bottom section in Table 1, the agreement values further increased after this phase, as expected. The duration of this phase was around three hours.

### 4.9 Phase 9 (Aggregation)

Each assessor passed their final labels to the coordinator, who then aggregated them via majority voting. As we will demonstrate in Section 6.3, resolving the ties considerably increased the percentage of questions which can be assigned a unique final label.

5 MULTI-FACETED QUESTION TAXONOMY

#### 5.1 Question Intent

The Question Intent facet of our taxonomy contains the 16 intent categories presented below. We provide example questions for each intent category in Table 2.

- **Description**: This category covers mostly “what is X” or “what is X of Y” questions, where the user aims to obtain a definition or description of an object or one of its attributes.
- **Process**: These are typically “how to do X” questions that seek instructions, guidelines, or procedures which will facilitate an action to be performed by the user in real life.
- **Advice**: This category includes questions where the user aims to obtain personal advice on a particular topic. The Advice category differs from Process in that the former expects an objective, step-by-step process description, whereas the latter expects an objective, step-by-step process description.
- **Opinion**: These are questions seeking to get a subjective opinion about a topic of interest (e.g., “what do you think about X” or “is X good/bad”). This class excludes Advice questions, where the subject is the user issuing the question.
- **Verification**: These are fact-checking questions that seek an affirmative yes/no answer which cannot be disputed.
- **Attribute**: “what is Y of X” questions that seek a particular property of a given named entity are in this category. We exclude questions whose answers are named entities to avoid a possible overlap with the Quantity and Entity categories.
- **Reason**: The expected answer to these questions include an explanation of causes underlying a certain action or event. Most questions of type “why is/do X Y” are in this category.
- **Location**: These are typically “where is X” questions that seek the position, address, or location of a given object or entity. The answers are not limited to geo-locations. For example, “where is X in human body” falls in this category.
- **Quantity**: These questions expect a numeric value as answer (e.g., price, frequency, duration, speed, age, length, weight).
Table 2: Question intent categories

<table>
<thead>
<tr>
<th>Type</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advice</td>
<td>how can I be successful in life?</td>
</tr>
<tr>
<td></td>
<td>how should I invest my salary?</td>
</tr>
<tr>
<td>Attribute</td>
<td>what is pristine edge’s real name</td>
</tr>
<tr>
<td></td>
<td>what is senegal’s official language</td>
</tr>
<tr>
<td>Calculation</td>
<td>4,146.70+700+11900</td>
</tr>
<tr>
<td></td>
<td>1/2 cups in tbsp</td>
</tr>
<tr>
<td>Description</td>
<td>what is propylene kit</td>
</tr>
<tr>
<td></td>
<td>what is oracle vpd functionality</td>
</tr>
<tr>
<td>Entity</td>
<td>who replaced ted kennedy in the senate</td>
</tr>
<tr>
<td></td>
<td>who produced transformers</td>
</tr>
<tr>
<td>Language</td>
<td>what is puppy in swahili</td>
</tr>
<tr>
<td></td>
<td>what is the common name for jade</td>
</tr>
<tr>
<td>List</td>
<td>types of aircraft southampton to guernsey</td>
</tr>
<tr>
<td></td>
<td>types ant poison</td>
</tr>
<tr>
<td>Location</td>
<td>where are protists most abundant in humans</td>
</tr>
<tr>
<td></td>
<td>what is oklahoma’s absolute location</td>
</tr>
<tr>
<td>Opinion</td>
<td>is donald trump a good president?</td>
</tr>
<tr>
<td></td>
<td>is ronaldo or messi a better player?</td>
</tr>
<tr>
<td>Process</td>
<td>what is needed to get home insurance</td>
</tr>
<tr>
<td></td>
<td>how to check warranty of sd card sandisk</td>
</tr>
<tr>
<td>Quantity</td>
<td>how long is csus transfer orientation</td>
</tr>
<tr>
<td></td>
<td>cost of an ice cream truck</td>
</tr>
<tr>
<td>Reason</td>
<td>why do knees swell up</td>
</tr>
<tr>
<td></td>
<td>why do lipomas grow back</td>
</tr>
<tr>
<td>Resource</td>
<td>python temperature converter code</td>
</tr>
<tr>
<td></td>
<td>tum mile love reprise lyrics english</td>
</tr>
<tr>
<td>Temporal</td>
<td>when do the oscar awards start</td>
</tr>
<tr>
<td></td>
<td>when does daylight saving time return?</td>
</tr>
<tr>
<td>Verification</td>
<td>is tomorrow Monday?</td>
</tr>
<tr>
<td></td>
<td>is donald trump the 34th president?</td>
</tr>
<tr>
<td>Weather</td>
<td>5 day weather forecast for york</td>
</tr>
<tr>
<td></td>
<td>tybee island weather in march</td>
</tr>
</tbody>
</table>

Table 3: Named entity types

<table>
<thead>
<tr>
<th>Type</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>Audio/Visual</td>
<td>Music albums, songs, movies</td>
</tr>
<tr>
<td>Event</td>
<td>Wars, concerts, competitions, ceremonies</td>
</tr>
<tr>
<td>Illness</td>
<td>Diseases, syndromes, conditions</td>
</tr>
<tr>
<td>Location</td>
<td>Countries, states, cities, towns, airports,</td>
</tr>
<tr>
<td></td>
<td>addresses, building names, landmarks</td>
</tr>
<tr>
<td>Organization</td>
<td>Universities, companies, institutions, agencies,</td>
</tr>
<tr>
<td></td>
<td>political parties</td>
</tr>
<tr>
<td>Person</td>
<td>People, mythological creatures, fictional</td>
</tr>
<tr>
<td></td>
<td>characters</td>
</tr>
<tr>
<td>Product</td>
<td>Drugs, software, brands</td>
</tr>
<tr>
<td>Misc</td>
<td>Anything else (e.g., planets)</td>
</tr>
<tr>
<td>Date</td>
<td>July, 23/10/2019, 1956, Wednesday</td>
</tr>
<tr>
<td>Duration</td>
<td>2 hours, three years</td>
</tr>
<tr>
<td>Fraction</td>
<td>2/5, one-third</td>
</tr>
<tr>
<td>Money</td>
<td>$300, 1000 JPY</td>
</tr>
<tr>
<td>Number</td>
<td>1, 1.2, sixty</td>
</tr>
<tr>
<td>Ordinal</td>
<td>1st, 2nd, 3rd, fourth</td>
</tr>
<tr>
<td>Percent</td>
<td>5%, 43.3%</td>
</tr>
<tr>
<td>Range</td>
<td>5–20, [40, 50]</td>
</tr>
<tr>
<td>Set</td>
<td>Christmas day, Mother’s day (recurring dates)</td>
</tr>
<tr>
<td>Time</td>
<td>10:30PM, 20:45, noon</td>
</tr>
</tbody>
</table>

Table 4: Question word types

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>What</td>
<td>Asking for information about something</td>
</tr>
<tr>
<td>When</td>
<td>Asking about time</td>
</tr>
<tr>
<td>Where</td>
<td>Asking in or at what place or position</td>
</tr>
<tr>
<td>Which</td>
<td>Asking about choice</td>
</tr>
<tr>
<td>Who</td>
<td>Asking what or which person (subject)</td>
</tr>
<tr>
<td>Whom</td>
<td>Asking what or which person (object)</td>
</tr>
<tr>
<td>Whose</td>
<td>Asking about ownership</td>
</tr>
<tr>
<td>Why</td>
<td>Asking for reason</td>
</tr>
<tr>
<td>How</td>
<td>Asking about manner</td>
</tr>
<tr>
<td>How + adj/adv</td>
<td>Asking about extent or degree</td>
</tr>
<tr>
<td>Is, are, do, does</td>
<td>Questions expecting a yes or no answer</td>
</tr>
</tbody>
</table>

- **Entity**: The expected answer to a question in this category is a named entity, excluding numeric entities.
- **Language**: These questions usually provide a name or description, and the expected answer is another name or object (e.g., “how is X called”, “what is X in the Y language”). Questions seeking a named entity as answer are excluded.
- **Temporal**: These are typically the “when is X” questions, which expect to obtain a date or time of an event as answer.
- **List**: The expected answer is an itemized list whose items can have any type (e.g., entity, quantity, or a mix). For example, “which countries won the world cup” is a List question.
- **Calculation**: These are questions aiming to use the search engine as a calculator for arithmetic operations or unit conversion. Similar to the Quantity category, the expected answer is a numeric value, but the Calculation category contains one or more numeric values as input in the question.
- **Weather**: These are questions about weather forecasts.
- **Resource**: Non-informational questions where the goal is to obtain an online or offline resource are in this category, excluding questions with Calculation and Weather intents.

5.2 Other Facets

The remaining four facets of our taxonomy are as follows:

- **QuestionEntityType**: If the question does not mention any entity, it is labeled as NoEntity. If at least two different entity types are mentioned, it is labeled as MultipleEntityTypes. Otherwise, an entity type is selected from Table 3.
- **AnswerEntityType**: This facet is about the type of the entity expected in the answer of the question.
- **QuestionWordType**: If the question does not contain an explicit question word, it is labeled as NoQuestionWord. Otherwise, a question word type is chosen from Table 4.
- **AnswerGranularity**: Each question is associated with the ideal granularity of text that would form a concise answer to the question. The available categories are Phrase (one
We do not have a strong baseline against which we can compare the various aspects of the created taxonomy (e.g., assessor facets, as some assessors reconsidered their interpretation of these facets and available entity types. We also observe a major improvement in agreement on Rose and Levinson’s taxonomy after a particular assessor modified their labels.

The highest agreement is observed for the QueryWordType facet, which is relatively easy to assess. The agreement on our question intent categories QuestionIntent is higher than that on Rose and Levinson’s categories. This indicates that our taxonomy is relatively less ambiguous to humans. We also observe that the assessors have somewhat higher agreement on the AnswerEntityType facet than on the QuestionEntityType facet. This may appear surprising at first, as one can expect the types of entities mentioned in the question to be more explicit to the assessors than the entity type in the potential answer of the question. However, as we will see later, a large fraction of expected answers are formed of long pieces of text, and thus are not entities. Labeling of such answers is relatively easy, explaining higher agreement values.

### 6.3 Tied Cases

The final labels are obtained via majority voting. However, ties may prevent attaining the majority for certain questions, in which case a label cannot be assigned to the question: Let $A$ denote the number of assessors, and $M$ denote the number of assessors who opted for the most popular label of a question. In our editorial study, $A = 5$. Therefore, if $M < 3$, a label cannot be assigned to a question since there is a tie among one or more labels. Otherwise, there is no tie, and the most popular label is assigned either by full agreement ($M = 5$) or partial agreement ($2 < M < 5$) between assessors.

In Table 6, we show the percentage of questions with a tie after a particular phase of the study. As mentioned in Section 6.1, the values attained after Phase 5 (Labeling) form an upper bound on those that can be attained by the simpler labeling procedures often adopted in the literature. As intended, the percentage of tied cases decreases as assessors refine their labels throughout the process. Even for facets with relatively low editorial agreement (e.g., QuestionEntityType), the percentage of tied cases remain below 7%, which lets us aggregate the labels via majority voting and assign a final label to a large fraction of questions.

<table>
<thead>
<tr>
<th>Study Phase</th>
<th>Type of Ties</th>
<th>Intent</th>
<th>Rose and Levinson</th>
<th>Question</th>
<th>Question</th>
<th>Answer</th>
<th>Question</th>
<th>Answer</th>
<th>Avg. of all facets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase 5 (Labeling)</td>
<td>Tie ($M &lt; 3$)</td>
<td>0.80</td>
<td>9.96</td>
<td>11.10</td>
<td>25.15</td>
<td>3.13</td>
<td>0.96</td>
<td>6.38</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No tie ($2 &lt; M &lt; 5$)</td>
<td>12.60</td>
<td>59.03</td>
<td>40.04</td>
<td>66.91</td>
<td>61.13</td>
<td>24.67</td>
<td>60.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No tie ($M = 5$)</td>
<td>86.60</td>
<td>31.02</td>
<td>48.86</td>
<td>7.94</td>
<td>35.74</td>
<td>74.37</td>
<td>32.73</td>
<td></td>
</tr>
<tr>
<td>Phase 7 (Relabeling)</td>
<td>Tie ($M &lt; 3$)</td>
<td>0.80</td>
<td>8.29</td>
<td>9.64</td>
<td>15.50</td>
<td>2.13</td>
<td>0.59</td>
<td>6.04</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No tie ($2 &lt; M &lt; 5$)</td>
<td>12.00</td>
<td>34.61</td>
<td>35.03</td>
<td>70.18</td>
<td>33.25</td>
<td>13.96</td>
<td>56.45</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No tie ($M = 5$)</td>
<td>87.20</td>
<td>57.10</td>
<td>55.34</td>
<td>14.32</td>
<td>64.62</td>
<td>85.44</td>
<td>37.52</td>
<td></td>
</tr>
<tr>
<td>Phase 8 (Tie-Breaking)</td>
<td>Tie ($M &lt; 3$)</td>
<td>0.40</td>
<td>1.68</td>
<td>3.68</td>
<td>6.34</td>
<td>1.47</td>
<td>0.00</td>
<td>3.73</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No tie ($2 &lt; M &lt; 5$)</td>
<td>11.80</td>
<td>39.75</td>
<td>39.85</td>
<td>79.07</td>
<td>35.29</td>
<td>14.82</td>
<td>59.39</td>
<td></td>
</tr>
<tr>
<td></td>
<td>No tie ($M = 5$)</td>
<td>87.80</td>
<td>58.57</td>
<td>56.47</td>
<td>14.59</td>
<td>63.24</td>
<td>85.18</td>
<td>36.88</td>
<td></td>
</tr>
</tbody>
</table>
6.4 Distribution of Final Labels

Out of 1000 questions, the IntentClarity of a small fraction of questions were assigned MultipleIntents or UnclearIntent labels (30 and 15 questions, respectively), and 4 questions were not assigned any label. Hence, the rest of the analysis is based on the remaining 951 questions that were labeled as SingleIntent.

Tables 7a and 7b display the distribution of intent categories for Rose and Levinson’s taxonomy and our taxonomy, respectively. At first glance, Rose and Levinson’s taxonomy seems to lead to a highly skewed label distribution as around 86.7% of the questions fall in only one category (Directed-Closed), while our intent categories result in a more even distribution of labels. According to Table 7b, the intent of 78.0% of the questions is categorized as Description, Quantity, or Entity. Intent categories that are potentially more difficult to be answered by a web search engine (e.g., Reason, Verification, Opinion) are relatively less common. We also observe some emerging categories of question intent, such as Calculation and Language, as modern web search engines provide new means to answer such questions more effectively. The rest of the analysis is carried out with 884 questions that could be assigned a label, excluding those labeled as Resource or Weather.

According to Table 7c about half of the questions mention at least one named entity. The most popular entity type is Audio/Visual, followed by Location and Illness. This may indicate a bias towards entertainment or health-related questions. Although the use of Location entities in questions is also very common, most of these questions do not actually seek a specific location, but rather use the given location as a contextual constraint for another type of information need (e.g., “what is the average salary in perth, wa”).

According to Table 7d, around 47.3% of questions expect a named entity to be retrieved as the answer. The most common AnswerEntityType is Person, followed by the three entity types, Duration, Money, Number, which are usually associated with questions having Quantity intent. The Duration type usually stems from travel-related questions, where users ask about the time distance between two geo-locations, while the Money type frequently appears due to questions about the cost of various items or products.

Table 7e displays the distribution of question word types. The results are in line with those in previous tables. As an example, the number of Who questions is similar to the number of questions seeking a Person (see Table 7d). Surprisingly, we observe very few When and Where questions. This may be because web users prefer to access temporal and geo-location information by other means (e.g., online schedules, map applications), instead of search engines.

Finally, Table 7f shows the distribution of labels for the expected granularity of an answer. The reported result is striking: almost all questions can be answered with a single passage or a shorter piece of text, i.e., without presenting entire web documents to users. It is also interesting to note that both Phrase and Passage are more prominent granularity types than Sentence, which lies somewhere in between in terms of length.

7 RELATED WORK

7.1 Intent Taxonomies

Broder [4] proposed the first taxonomy of Web Search (WS), classifying queries as navigational, informational, and transactional.

He used a survey combined with inspection of a sample (400) of AltaVista search log queries. The taxonomy was extended by Rose and Levinson [31] where Broder’s transactional category was replaced with a resource category and two sets of subcategories were formed. A modified version of Rose and Levinson’s taxonomy was adopted by White et al. [40] to investigate the way search engines handle keyword vs natural language queries.
Li and Roth [20] proposed a query intent taxonomy based on their analysis of 1000 topics taken from TREC. The six intents were abbreviation, description, entity, human, location, and numeric value. The taxonomy also had a large number of fine-grained categories focused on entity types. The taxonomy was later used for a question classification task [30]. Gupta et al. [13] augmented Li and Roth’s taxonomy, targeting well-formed questions with the end goal of improving the performance of semantic question matching. Some categories in the taxonomy were combined while others were split in order to reduce the ambiguity. The taxonomy was developed using the Stanford Question Answering Dataset (SQAD).

Question taxonomies have been built for community question answering (CQA). Liu et al. [22] extended Broder’s taxonomy by adding a social category at the top level. The informational category was subdivided into constant and dynamic and dynamic was split into opinion, context-dependent, and open categories. Bu et al. [5] proposed another intent taxonomy, based on analysis of questions asked on Baidu Zhidao. The intent categories were fact, list, reason, solution, definition, and navigation. The taxonomy was used in a question classification task. Chen et al. [6] proposed a coarse-grained taxonomy, where the questions were classified into three categories: objective, subjective, or social. According to the labeling study conducted on a Yahoo Answers dataset, about 2% of the questions could not be classified to a specific category due to ambiguity. Liu and Jansen [23] focused on questions asked in social networks (SN). Their taxonomy placed questions into three categories: accuracy, social, and knowledge. A labeling task was carried out on 3000 questions sampled from Twitter.

In educational research, taxonomies are proposed for task-oriented tutorial dialogues [2], automatic question generation for tutoring and assessment [26], and student profiling [14]. There are query taxonomies in e-commerce [35, 43] and medicine [11]. A taxonomy specific to ‘why’ questions was proposed by Breja and Jain [3]. A taxonomy for temporal questions was proposed by Saquete et al. [33]. Pomerantz [29] describes a meta-taxonomy of general question taxonomies in literature.

The related work is summarized in Table 8. Our intent taxonomy focuses on questions issued in web search. We are not aware of any existing taxonomy which was specifically designed for questions asked in the context of web search. This limits the comparability of our taxonomy with existing taxonomies. Nevertheless, in our work, to give some intuition to the reader, we compared the proposed taxonomy with the taxonomy of Rose and Levinson [31], which is widely used in the IR literature.

### 7.2 Editorial Study Procedures

Human assessors were recruited in a wide range of areas to obtain editorial labels: retrieval evaluation [10, 12, 25, 38], query subtopic mining [16, 42], intent mining [18, 39], assessing email intent [32], distinguishing informational from non-informational content [27], user satisfaction [21], and image search evaluation [34, 41]. Sorumunen [36] employed assessors to assess two topics from a small set of documents, and their judgments were compared for the sake of assessment practice. Cui et al. [9] created labels to test a query expansion technique. Disagreements in labels were resolved by discussion among three assessors. Ishikawa et al. [17] introduced a model to identify high-quality answers in CQA sites. To evaluate answer quality, four assessors were recruited. The kappa agreement between assessors was considered as part of the measurement. Verberne et al. [37] considered if searchers and external assessors classify the intent of queries in the same way. Noticeable differences were found between inter-assessor agreement and the agreement between assessors and searchers. The agreement measured between external assessors was also found not to be a good estimator of the validity of intent classifications.

### 8 CONCLUSION

We proposed a taxonomy for questions asked in web search engines. This taxonomy contained new intent categories, such as Calculation, Language, Attribute, and Weather, which were not present in earlier taxonomies proposed for web search queries. Despite being more fine-grained, the intent categories in our taxonomy were less ambiguous for human assessors compared to the those proposed by Rose and Levinson [31]. Also, the proposed taxonomy was shown to result in a more balanced category distribution, which may be important when training intent detection models.

Based on our taxonomy, we presented a picture of questions asked in web search and their expected answers. Our results indicated the emergence of new types of search intents, such as calculation/conversion, as search engines evolve and provide new functionality to users. We also observed that the volume of Why, Where, When, and Is/Are/Do/Does questions in our sample is quite small. It is not clear whether this is because search engines have relatively poor performance in answering these kinds of questions or because users have other means to satisfy their information needs (e.g., CQA sites for Why questions or map applications for Where questions). Finally, we found that retrieving a passage or a shorter piece of text is sufficient to properly answer almost all questions. This further motivates the ongoing transition from organic search results to direct answers in web search.

Despite the clear guidelines and extensive training, it was surprising to observe major inconsistencies in the labeling behaviour of some assessors for certain facets of the taxonomy. This observation indicated the usefulness of the iterative procedure we followed. We have demonstrated that aggregating labels without further refinement, as done in most editorial studies, leads to lower assessors agreement and hence may result in labels that are less reliable.
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