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ABSTRACT

We examine the accuracy of first story detection on traditional news collections and on a re-purposed source of academic material. The impact on accuracy of detecting an early rather than the first story is examined, showing that accuracy increases under a broader time window, however, the increases on some collections are small. Even on collections where the increase is large, many new events are still missed and there remains an underlying challenge to detecting new events. An analysis of temporal and vocabulary profiles of topics within their source collections is conducted. Analysis of the results establish the underlying causes of the patterns seen in the experimental results with respect to the different source types and performance. The usefulness of new criteria for new event detection and success across source types is discussed.

1. INTRODUCTION

Spurred by widespread interest in organizing and filtering information more effectively, a coordinated attempt was made to develop Topic Detection and Tracking (TDT) systems. In 1998, Allan et al. [5] spawned a field of research centered on the annual TDT workshop, a subtask of which was First Story (or later New Event) Detection. This task required systems to identify, the first story published on a new topic. The difficulty of having only one chance for a correct decision of finding the first story resulted in relatively poor accuracy for systems on New Event Detection. The reasons for this were examined in detail by Allan et al. [8]. By the end of the TDT workshops in 2004, New Event Detection accuracy was not significantly improved.

While detection of events is actively researched in domains such as email or social media [2], there are still parts of the original TDT work that have not been fully explored, which are the subject of this paper. First, we examine the level of increase in detection accuracy when the requirement to find the very first story is relaxed. Such an analysis would provide us with an understanding of the extent to which relaxing the evaluation criteria has the potential to improve accuracy, and at what point the quality of the classifier becomes the limiting factor as stipulated in [8]. Second, we extend the TDT methodology to a new domain, academic publications. Here, new lines of research (new events) occur, however the requirement to locate the first publication is not as important as it was in the news domain that TDT focused on. The research questions of this paper are, therefore:

• How does new event detection accuracy increase when the time window in which a new event can be found is widened?
• Does the relationship between new event detection accuracy and time window size change when TDT is applied in a different domain?
• What cause any differences between the domains?

Evidence is presented of the improvements in accuracy which are gained by widening the time window in which a detected story may be considered a successful detection of a new event. These experiments are conducted on both traditional TDT news collections and an academic paper collection. We establish a foundation on which decisions about what windows to use in new event detection systems can be made and to quantify the improvement attainable by widening the time windows. We then examine the temporal and vocabulary profiles of topics within their respective collections to quantify the differences between news and academic source text.

The paper introduces previous work (Section 2), followed by Section 3, which discusses the experiment design. Sections 4 and 5 present experimental results and analysis, with discussion in section 6. Section 7 concludes the paper.

2. PREVIOUS WORK

The evaluation of TDT research was formalized by Allan et al. [5] who defined the measures miss rate and false alarm rate. Miss rate is the ratio of stories that should have been detected as indicators of a new event (but were not) to the total number of stories that herald a new event. False alarm rate is the ratio of stories incorrectly detected as new events to the total number of stories detected as a new event. Being error rates, it is desirable to minimize both.

Allan et al. [6] explored different similarity measures, as well as clustering methods, to determine if a story is part of an existing event or describing a new event. Agglomerative clustering was explored, as well as a $k$-nearest neighbour
3. EXPERIMENTS

The experiments were designed to quantify the reduction in error rates that can be achieved when new event detection is redefined as detection within a given time window. We start by describing the collections.

3.1 Collections

The first corpus used is the TDT4 corpus [23], chosen for its extensive use in TDT evaluation. The corpus comprises a variety of types of news text. It includes both newswire stories and transcribed spoken text from a variety of sources. It is segmented into three different test collections: TDT<sub>spoken</sub> a collection of English transcribed audio; TDT<sub>written</sub> a collection of English written news; and TDT<sub>eng</sub> the union of the first two collections. Table 1 lists the segmented collections, including identifiers for each source contained in the collection.

The purpose of segmenting the TDT4 corpus into two subsets was to enable the examination of the effects of different types of source material on the performance of the detection system. Material that originates from a written form is different in vocabulary and sentence length to that transcribed from speech[5]. Table 2 shows statistics for the TDT4 collections.

3.2 Academic Sources

New Event Detection is not only conducted on news. Another example of tracking behavior can be found in academia where researchers scan for new articles on a chosen topic. We decided therefore, to find a collection that could be adapted to be used as an academic TDT collection. The requirements of such a collection are to have a set of documents, some of which are marked up as describing a particular event. The only other requirement of a TDT collection is that the documents are time stamped so that they can be processed to simulate a stream of data. The qrels of a retrieval test collection could be said to be similar to the marked up documents in a TDT collection: they list which documents are relevant to a topic. While they are not the same, we judged that topics and events were sufficiently similar to allow retrieval test collections to act as proxies to TDT collections.

The TREC Genomics retrieval collection [1] consists of abstracts of medical papers, each with a date of publication. Additionally, topics in the Genomics corpus cover a range of medical and genetic subjects and can be treated as events for a TDT experiment. Details of the collection gen<sub>small</sub> were used for these experiments are presented in Table 3.

3.3 Time Windows

The primary experimental variable was a differing time window. It was found that the size of the time windows had to be different for the two collections. For TDT, the windows of 0M (zero minutes, i.e. first story detection), 30M, 1H, 6H, 12H, 1D, 2D, 7D, 14D and 30D were used. For the Genomics collection, 0M, 1D, 7D, 14D, 30D, 60D, 120D and 360D reflected the greater lifetime of topics.

3.4 Evaluation Criteria

The use of time windows required adapting the existing evaluation criteria. As the TDT system under evaluation is run, a series of story clusters are formed around possible events e. Evaluation is carried out by examining each story in each cluster in publication timestamp order. If a story is relevant to a particular event and it is published within the stated time window x of the first story, then the cluster begins with a story deemed as relevant to the event, and the story is judged a successful detection of a new event. If there is already a cluster that begins with a story determined to be a successful detection, then this story is a false alarm as it should be assigned to that cluster. If the story is not published within the evaluation time window, it is also a new event false alarm. Any event which does not have a cluster beginning with a story deemed a success after all clusters have been examined is deemed to be a miss.

3.5 System and Method

A new event detection system was constructed based on the Terrier IR system [19]. For each new story to be classified, a document feature vector was created. Stopwords were removed, and Porter stemming applied [20]. Term weighting was calculated using TF-IDF and document comparison
system using a particular configuration. It is the minimum of adding the error rates at each threshold. It is defined as follows:

\[
CumErr_{Min} = \min\{ (CumErr_I | I \in ThresholdSpace) \}
\]

where

\[
CumErr_I = P_{Miss} + P_{Fa}
\]

\[
I := \text{Threshold value}
\]

\[
P_{Miss} := \text{Probability of missed detection at threshold } I
\]

\[
P_{Fa} := \text{Probability of false alarm at threshold } I
\]

The measure gives an indication of system performance. \(P_{Miss}\) and \(P_{Fa}\) vary individually throughout the threshold space. This measure finds the point at which the sum of errors is at its lowest level in each threshold space. The difference variance of the \(CumErr\) results for each time window are analyzed for significance using the F-Test [10].

### 4. RESULTS

Table 4 shows the \(C_{DetNormAvg}\) and \(CumErr_{Min}\) values for all three TDT collections; there are two primary effects in these results. The differences in accuracy across the time windows, and the differences across collections. The widening of time windows barely caused an increase in accuracy. Large windows such as 30 days (30D) appear to have some impact, though none of these improvements, compared to 0M, were statistically significant.

The effect returned by the addition of time windows may be rooted in the characteristics of the classifier. If an algorithm misses a topic when it is first published, it will miss it again at a similar threshold when it is published later by a different source. Even if the material originates from a different source, the vocabulary that marks a story as dealing with a new event may not change substantially, hence the algorithm will keep missing it. This effect is discussed further in Section 5.

Smaller time windows have little effect: \(C_{DetNormAvg}\) and \(CumErr_{Min}\) for all windows between 30 minutes and 1 day are the same across the collections. This suggests there is some benefit to allowing a small window for missing detection, such as 30 minutes. However, there is no benefit in further relaxing the window to allow for larger amounts of time, such as 7 days.
It was found that for some events in the collection, the gap between the first and second story was long, which may indicate why a small widening of the time window did not have a large effect. It may be that the effect of the results being identical between the 30 minute and 1 day window is a product of how the topics are annotated in this corpus. This will be explored in Section 5, along with the different ways various topics react to the addition of time windows.

### 4.1 Academic Sources

Examining the TREC Genomics collection, Table 5 shows the $C_{\text{DetNormAvg}}$ and $\text{CumErr}_{\text{Min}}$ values as well as the F-Test results across the time windows. These results are markedly different from those of the TDT corpus based collections. The absolute performance, i.e. the absolute error rates, on this collection are somewhat worse than on the TDT4 based collections. This can be explained by the greater size of this collection, which results in a smaller proportion of stories being relevant and thus increasing the odds of making mistakes (see Tables 3 and 2). The proportion of annotated stories in this collection is 0.001% whereas on $\text{TDT}_{\text{written}}$, it is 0.045%.

The main observation from these results, however, is the improved relative performance from adding larger time windows. The smallest window beyond the traditional first only measure used here, one day, shows an increase of 0.06 on the $\text{CumErr}_{\text{Min}}$ measure. On the next window the same measure gains an additional 0.03.

The difference between the 0M and 360D time windows on the $\text{CumErr}_{\text{Min}}$ measure is 0.31, which is roughly half of the 0M measure of 0.64. This is partially due to the pattern of publication in the TREC Genomics corpus. Since many stories are collected from academic journals and proceedings, allowing a one day window opens all the stories published in the same issue to be considered. Section 5 examines the publication patterns in various topics.

Table 5 shows a comparison of evaluation functions for the various collections for the traditional measure (0M) and various time windows. These results show the differing characteristics of the two collections. At the 0M time window, the gen_small collection performs significantly worse than any of the TDT corpus based collections. At 30D this difference is already less pronounced, and at 360D, the largest time window allowed for on gen_small, compared to 0M as the largest evaluated window for the TDT based collections, the difference is smaller still.

<table>
<thead>
<tr>
<th>Time window</th>
<th>$C_{\text{DetNormAvg}}$</th>
<th>$\text{CumErr}_{\text{Min}}$</th>
<th>p value of an F-Test v. 0M on $\text{CumErr}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0M</td>
<td>0.58</td>
<td>0.64</td>
<td></td>
</tr>
<tr>
<td>1D</td>
<td>0.58</td>
<td>0.58</td>
<td>0.34</td>
</tr>
<tr>
<td>7D</td>
<td>0.58</td>
<td>0.55</td>
<td>0.26</td>
</tr>
<tr>
<td>14D</td>
<td>0.58</td>
<td>0.50</td>
<td>0.03</td>
</tr>
<tr>
<td>30D</td>
<td>0.57</td>
<td>0.45</td>
<td>0.00</td>
</tr>
<tr>
<td>60D</td>
<td>0.57</td>
<td>0.38</td>
<td>0.00</td>
</tr>
<tr>
<td>120D</td>
<td>0.57</td>
<td>0.36</td>
<td>0.00</td>
</tr>
<tr>
<td>360D</td>
<td>0.57</td>
<td>0.33</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 5: Evaluation for gen_small.

5. **TOPIC PROFILES**

Given the variability of impact of the time windowing approach established above, an examination of the nature of the topics in the two collections was undertaken to attempt to understand why one was more helped by windowing than the other. The maximum topic time window was defined as the time window for which the lowest $\text{CumErr}_{\text{Min}}$ was measured. The feature shows on a topic by topic basis which time window was the best to use, see Figures 1 and 2. As can be seen for $\text{TDT}_{\text{eng}}$ the impact of time windows was small and simply detecting the first story was the most effective approach to minimizing $\text{CumErr}_{\text{Min}}$. In Figure 2, one can see that there are many more topics for which the $\text{CumErr}_{\text{Min}}$ is reduced; on the gen_small collection there is more impact of time windows across the topics.

In order to better understand the reason for the differences between the collections, the temporal profile (the pattern with which associated stories are published over time) and the vocabulary profile (the characteristics of the words associated with a topic within its collection) were examined. A series of features and measures were explored, which are detailed in the following sub-sections.

#### 5.1 The 1st and 2nd Story Gap

Figures 3 and 4 show the gap, in days, between the first
5.2 First 25% of Stories

This feature was examined to characterize the ‘burstiness’ or ‘eveness’ of a topic’s stories over time. Across the period of time that stories are published on a particular topic, the proportion of time that passes before 25% of the stories of that topic were published was determined. Figures 5 and 6 present histograms for \textit{TDT\_eng} and \textit{gen\_small} respectively.

The histograms for the two collections are quite different. The \textit{TDT\_eng} collection has many more topics in the 5% bin than \textit{gen\_small}, tailing off quickly. The \textit{gen\_small} collection shows a more even distribution with a peak at 40%. The differences provide an indication of why the widening of the time window reduced the error on the Genomics collection more than on the TDT based collections.

5.3 Story/Time Distributions

Another way of presenting the time profile of topics is to examine the relative story/time distribution for each topic, i.e. the proportion of stories associated with a topic that are published over the total time associated with a topic. Figures 7 and 8 show the proportion of stories published within each 10% of a topic’s lifetime. The data is presented as a stacking chart. One can see in Figure 8 that on the \textit{gen\_small} collection stories are much more evenly distributed than on the \textit{TDT\_eng} collection. Again, one can see why the impact of the wider time windows continues to grow on the \textit{gen\_small} collection: there are many more topics with a relatively even coverage of stories over the lifetime of the topic.

5.4 Vocabulary Features and Window Performance
Figure 6: The % time till 25% of stories were published - for *gen_small*. Note only topics with > 1 story are plotted here.

Figure 7: Volume of per topic story publication over time in the *TDT_eng* collection.

Topics are differentiated from one another by their vocabulary. One of the ways in which this can be measured is by comparing the language models describing the topics with that describing the collection in general. The language models were compared using the measures of perplexity [15] and entropy, as generated with the CMU Statistical Language Modeling Toolkit [13].

Perplexity and entropy are measures from information theory. In the case of information retrieval, entropy usually measures the uncertainty of a language model with respect to the text it describes. Low entropy of a language model indicates that it has a low degree of uncertainty; the model describes its text well. Perplexity quantifies the degree of confusion a model has to a particular test sample. Better models assign a higher probability to the test samples, which results in lower perplexity.

Here these measures are used to quantify the uncertainty of a Unigram language model of the vocabulary of the entire collection with respect to the text of all the stories associated with a particular topic. It was found that the perplexity of topics is much higher on the *gen_small* collection than on *TDT_eng*, indicating that the topic text diverges more from the general collection than it does on *TDT_eng*. This may seem surprising given the previous results showing that it is significantly more difficult to detect topics on *gen_small*. Again, this difficulty can be attributed to the difference in size of the two collections.

The mean pairwise similarity between stories associated with each topic is another way to measure the vocabulary differences between topics and collections. For the most part the pairwise similarity in topics is relatively similar across each collection, as shown in Figures 9 and 10. Much like for perplexity and entropy, similarity is higher across all topics on the *TDT_eng* collection. There are a three outlier topics with a similarity of 100, which are topics with only one associated story; they are completely similar within themselves.

5.5 Correlating Features with Accuracy

The correlation between a set of features described in the section before and the impact of time windowing was computed, see Table 7. It can be seen that there is a substantial difference in behavior between the Genomics and TDT4 based collections. On the *TDT_eng* collection, none of the correlations are significant. In contrast, the *gen_small* collection has four features which correlate relatively strongly...
with the impact that time windows have on the accuracy of New Event Detection. These features are the number of stories, % of time to 25% of stories, topic lifetime, and perplexity.

A correlation was also found for topic lifetime and the improvement in accuracy of new event detection as a time window grows. This was to be expected. The correlation of the number of stories in a topic is most likely due to this number being linked to the lifetime of a topic. The examination of the vocabulary profile using perplexity shows that the distinctiveness of the stories of a topic correlates with the impact of a time window. This is perhaps a little surprising as although one might expect vocabulary to impact on overall accuracy of new event detection; seeing that it impacts on the value of time windows was unexpected.

6. DISCUSSION

The addition of time windows to event detection reduces error rates, though only significantly for the gen_small collection. Nevertheless, for both corpora, the remaining error is still high (0.20 for TDT Eng and 0.33 for gen_small).

All topics (except one) that are detected at any point in the range of time windows are detected at some point in the threshold space, even on the traditional first story only measure. What changes across the time windows is which topics are detected at each point in the threshold space. If a topic, which is detected at a lower point in the threshold space on the traditional measure, has an associated story within a time window which can be detected at the current threshold point, that topic’s performance will increase as that time window is reached. Working through the threshold space trades off successful detection of harder to find stories with increasing the false alarm rate, where stories start topics which should not. By working through the threshold space we can find the point of minimum error, where the sum of both miss and false alarm rates is the lowest. Thus the overall accuracy of the system is improved if more topics are detected at the point of minimum cumulative error.

Since essentially all the topics which are detected at any point in the time window are detected at the traditional measure and stories associated with a topic do not tend to become much easier or harder to detect over time the performance of the classifier is still the limiting factor for the systems performance. Essentially, if the actual first story is missed, subsequent ones are likely to be missed also.

Section 5.5 examined feature accuracy correlations. There is a stronger correlation with the vocabulary based feature (e.g. perplexity) on the Genomics collection over the TDT collection. This shows that the topic vocabulary diverges more from the general vocabulary on Genomics. This should make stories easier to detect. However, the absolute accuracy on the Genomics collection is worse than on TDT based collection because of its much greater size. This makes it more difficult to detect the correct stories, but the greater divergence of topic stories from the general vocabulary makes it more likely that there is a subsequent story associated with a topic that can be detected with the introduction of time windows. This explains the greater effect that time windows have on stories gen_small collection.

The maximum time windows of 30D and 360D applied to the two collections can be viewed as a best case scenario. They are unrealistically long for a real world application, but they indicate what is possible with the current approach and the current classifiers. The absolute performance in these idealised situations is still not ideal, though more promising on the gen_small corpus than on TDT. In the case of detecting new events through long time windows are a realistic case, as many publish monthly or quarterly; therefore the long time windows examined on the Genomics corpus show results interesting to realistic scenarios.

7. CONCLUSION

This paper presented an analysis of the impact of widening the window of time used to detect a new event in a stream of time sorted information. Two different collections were studied in the research: a TDT collection and also a collection of academic articles from the medical domain. The following research questions were posed.

- How does new event detection accuracy increase when the time window in which a new event can be found is widened?
- Does the relationship between new event detection accuracy and time window size change when TDT is applied in a different domain?
- What cause any differences between the domains?

Small increases in the size of time windows are not useful for improving detection accuracy on news collections. However, larger windows improve detection rates for collections of academic papers. Although improvements in accuracy were notable, they were not substantial.

A study of the factors that impact on the accuracy of new event detection was conducted. Here, quite different temporal profiles of story publication were found in the two collections and it was shown that these profiles correlated with detection accuracy. Also the distinctiveness of the vocabulary profile of topic stories was found to correlate with detection accuracy.

As with the impact of time windows, the strength of correlations was quite different on the two collections, emphasizing the importance of examining new event detection in a range of contexts.
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Table 7: Correlation of features to the width of the time window at which topics are detected at minimum error. Significance (two-tailed test using Fisher transformation) at $p < 0.05 (*)$, at $p < 0.01 (**)$.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Correlation gen</th>
<th>Correlation TDT Eng</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time gap between first and second story</td>
<td>−0.25*</td>
<td>−0.07</td>
</tr>
<tr>
<td>Number of stories in a topic</td>
<td>0.35**</td>
<td>−0.07</td>
</tr>
<tr>
<td>The % of time till 25% of stories are published</td>
<td>0.50**</td>
<td>−0.10</td>
</tr>
<tr>
<td>Number of stories in the 1st 10% of a topic’s lifetime</td>
<td>0.26*</td>
<td>−0.02</td>
</tr>
<tr>
<td>The % of stories in the 1st 10% of a topic’s lifetime</td>
<td>0.23</td>
<td>0.02</td>
</tr>
<tr>
<td>Topic lifetime</td>
<td>0.42**</td>
<td>0.16</td>
</tr>
<tr>
<td>Perplexity measured between the vocabularies of the entire collection</td>
<td>0.42**</td>
<td>0.23</td>
</tr>
<tr>
<td>of the vocabulary in the set of topic stories</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean pairwise similarity between all possible story pairings of the topic</td>
<td>−0.12</td>
<td>0.11</td>
</tr>
</tbody>
</table>
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